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Preface

Twenty years have passed since the publication of the first volume of Pharmaceu-
tical Analysis, which has since evolved into the Handbook of Pharmaceutical
Analysis. The original two volumes succeeded in concisely filling the gap be-
tween undergraduate text and detailed monograph on pharmaceutical analysis for
practitioners of the pharmaceutical sciences. As with other branches of science,
the technologies employed in pharmaceutical analysis today have advanced tre-
mendously over the last two decades, with methodologies becoming routine that
were purely experimental a few years ago.

Our goals in preparing this revised version were to bring the text up to
date with the most important developments in the field of pharmaceutical analysis
while still preserving the scope and level of coverage of our previous texts. We
have tried to maintain the intermediate level of coverage throughout the book,
with each chapter containing detailed descriptions of theory, instrumentation, and
applications, as well as pertinent references. We decided to combine the chapters
into a single volume for convenience and thus it is being published as a single,
authoritative handbook. This book is not intended to be a comprehensive resource
in itself, but to give the reader background information on the most widely used
techniques and, with almost 2000 references, to direct the reader to more detailed
sources in the scientific literature.

We have included many of the chapters from Pharmaceutical Analysis, in
updated form, since they continue to provide the backbone of pharmaceutical
analysis for the book. However, because of their limited applications in modern
pharmaceutical analysis, we have elected not to include some chapters such as
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those on thin-layer chromatography, pyrolysis-gas chromatography, gas chroma-
tography, and functional group analysis.

Before you can perform any of the analytical techniques described in this
book, it is first necessary to obtain your drug substance. It is becoming clearer
that many drugs can exist in different polymorphic forms, which can behave very
differently from one another during formulation and after administration. Chapter
1 addresses this topic. Chapter 2 deals with the techniques that are often necessary
for separating the drug from the other components of a pharmaceutical formula-
tion or biological sample and/or preparing the drug sample for one of the analyti-
cal methods that are covered in later chapters. This chapter also introduces the
reader to the concept of validation for assays of drugs in plasma, which, since
the results of these measurements are critical in determining the safety margins
for exposure in humans versus animals in toxicity studies, is subject to close
scrutiny by regulatory authorities during the approval of new drugs. The sound
scientific principles that underlie the FDA guidances in this area have, by a pro-
cess of osmosis, influenced government and academia as well.

Following Chapter 3 on high-performance liquid chromatography, we have
included a chapter on the many new applications of mass spectrometry. This
technique, usually in combination with high-performance liquid chromatography,
has become the mainstay of metabolite or decomposition product identification,
and its great potential for selectivity and sensitivity has proven invaluable for
many drug and metabolite assays. The various techniques applied to high-perfor-
mance liquid chromatography for removing the chromatographic solvents and
introducing the solutes directly into the mass spectrometer, without the need for
extraction, derivatization or heating, make high-performance liquid chromatogra-
phy coupled with mass spectrometry especially valuable for peptides and heat
labile molecules.

Chapter 5 covers ultraviolet—visible spectroscopy and Chapter 6, on immu-
noassay techniques, emphasizes the wide array of new methodologies that do
not use radioisotopes. Chapter 7 discusses one of the most novel techniques for
chromatographic separation of molecules—capillary electrophoresis—and its
widespread applications to pharmaceuticals. Chapter 8, ‘‘Atomic Spectroscopy,’’
and Chapter 9, ‘‘Luminescence Spectroscopy,”’ contain current information on
these important technologies.

Chapter 10, on nuclear magnetic resonance spectroscopy was included be-
cause of the unique role that nuclear magnetic resonance spectroscopy has in the
study of polymorphisms as well as in verification of compound identity and the
structural confirmation of metabolic or decomposition products of drugs. Chapter
11, ““Vibrational Spectroscopy,’’ reflects the invaluable contributions that those
techniques such as infrared spectroscopy have made to the analysis of formula-
tions, among other studies.
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Finally, we could not ignore another area in which the regulatory authorities
have had a major impact on pharmaceutical analysis in the pharmaceutical indus-
try. Our concluding chapter deals with process validation as it applies to pharma-
ceutical analysis.

Lena Ohannesian
Anthony J. Streeter
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Form Selection of Pharmaceutical
Compounds

Ann W. Newman and G. Patrick Stahly
SSCI, Inc., West Lafayette, Indiana

. INTRODUCTION

The drug development process involves a number of activities which are carried
out simultaneously, as shown by the oversimplified depiction in Fig. 1. Once a
molecule is discovered that has desirable biological activity, the process of creat-
ing a pharmaceutical drug product from this molecule begins. As toxicology and
efficacy studies are undertaken, methods for manufacture of the active molecule
and for its delivery in therapeutic doses are sought. Critical to the latter effort is
finding a form of the active molecule which exhibits appropriate physical proper-
ties. The form ultimately selected, called the active pharmaceutical ingredient
(API), or drug substance, must be stable and bioavailable enough to be formulated
into a drug product, such as a tablet or suspension. This formulation must be
effective at delivering the active molecule to the targeted biosystem.

This chapter describes methodology useful in selection of the appropriate
solid form of a drug substance for inclusion in a drug product. Form selection
is commonly considered among the primary goals of a preformulation study.
However, the investigative techniques discussed herein also have application in
early drug substance and drug product development activities (shown by the cir-
cled area in Fig. 1).

Solid form selection involves the preparation and property evaluation of
many derivatives of an active molecule. Drug substance properties of importance
in the drug development process may be categorized as shown in Table 1. These
properties depend on the nature of the drug substance and the final formulation.
Many bioactive organic molecules contain ionizable groups such as carboxylic

1
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Fig. 1 The drug development process.

L

acid or amino groups. Reaction of these compounds with acids or bases produce
salts, which have much different physical properties than the neutral parents. A
single molecular entity, be it a salt or a neutral molecule, often exists in multiple
solid forms, each of which exhibits unique physical properties. The properties
of many such forms need to be evaluated relative to the intended formulation.
A lyophilized product that will be dissolved and injected needs to be chemically
stable in the dry state and adequately soluble in the carrier. On the other hand,
the drug substance in a tablet formulation needs to be processable, chemically
stable, and physically stable in the dry state, as well as having adequate solubility
for delivery.

Form selection activities should be started as early in the development pro-
cess as material availability allows. Salt selection, including preparation and eval-

Table 1 Some Important Properties of Drug Substances

Bioavailability Chemical and physical stability ~ Processibility

Dissolution rate Excipient compatibility Color
Solubility Hygroscopicity Compactibility
Toxicity Oxidative stability Density
Photostability Ease of drying
Thermodynamic stability Filterability
Crystal form Flowability
Hardness

Melting point
Particle size
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uation of samples, and polymorph screening can be carried out with as little as
half a gram of active compound. Results of form selection include information
that can be used in planning the final step of the manufacturing process (often
crystallization) as well as information that is critical to formulation development.

The nature and extent of work to be performed during development can
be modeled after the draft International Committee on Harmonization (ICH) Q6A
document on specifications, which can be found on the Food and Drug Adminis-
tration (FDA) website (www.fda.cder.gov). This document outlines the specifi-
cations needed for a New Drug Application and contains several decision trees
to guide the selection of specifications. The Q6A decision tree 4 (Fig. 2) describes

NO
ACCEPTANCE CRITERION
[
NG
SET ACCEPTANCE CRITERION
FOR POLYMORPH CONTENT GOTO [g
IN DRUG SUBSTANCE

Fig. 2 Flow chart 4 from the ICH Q6A document (www.fda.cder.gov).
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Fig. 2 Continued

methods for the study of solids for a polymorph screen as well as characterization
of the drug substance in the drug product. Other decision trees have also been
reported in the literature (1).

In this chapter we describe the form selection process. A short review of
the analytical techniques commonly employed is followed by sections covering
salt and solid form selection. Form selection should be approached in a planned,
rational manner, but it is important to realize that not all compounds will allow
adherence to a single experimental plan. The exercise is a scientific one, and it
will yield the best results only if carried out with judgment and flexibility.

Il. ANALYTICAL TECHNIQUES

A number of analytical techniques are commonly used in form selection studies.
Various publications (2—4) and books (5,6) describe physical characterization
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of solid-state pharmaceuticals. A brief description of common methods will be
presented in this section.

A. X-Ray Diffraction

Crystalline organic solids are made up of molecules which are packed or ordered
in a specific arrangement. These molecules are held together by relatively weak
forces, such as hydrogen bonding and van der Waals interactions. The arrange-
ment of the molecules is defined by a unit cell, which is the smallest repeating
unit of a crystal. The unit cell can be divided into planes, as shown in Fig. 3.
X-ray diffraction techniques used for characterizing pharmaceutical solids

-
o
;F%
A

,._

I e R o
Pl
oy

&

Fig. 3 A packing diagram of unit cells divided into planes.
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include the analysis of single crystals and powders. The electrons surrounding
the atoms diffract X-rays in a manner described by the Bragg equation:

nh = 2d sin 0 n=1,2,3,..) (1)
where

A = X-ray wavelength
d = spacing between the diffracting planes
0 = diffraction angle

A schematic of the diffraction phenomenon is given in Fig. 4. X-rays will be
diffracted at an angle defined as 6. Knowing the diffraction angle and the X-ray
wavelength, the spacing between the planes can be calculated. Conditions of the
Bragg equation must be satisfied to achieve constructive interference of the dif-
fracted X-rays and produce a beam that can be measured by the detector. If the
conditions of the Bragg equation are not satisfied, diffracted waves interfere de-
structively, with a net diffracted intensity of zero.

For single-crystal diffraction, a good-quality single crystal of the sample
of interest is required. From the angles and intensities of diffracted radiation, the
structure of the crystal can be elucidated and the positions of the molecules in
the unit cell can be determined. The result is often displayed graphically as the
asymmetric unit, which is the smallest part of a crystal structure from which
the complete structure can be obtained using space-group symmetry operations.

X-rays Detector
DA.
\_\.\ B o d

Bragg’s Law
nA=2dsin@

Fig. 4 A schematic representation of X-ray diffraction.
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The unit cell parameters, the lengths (a, b, ¢) as well as the angles (o, B, y) of
the unit cell are also determined from the crystal structure. There are seven classes
of unit cells: triclinic, monoclinic, orthorhomic, tetragonal, hexagonal, rhombo-
hedral, and cubic. For pharmaceutics, only triclinic (@ # b # ¢, 0. # B # 7 # 90°),
monoclinic (@ # b # ¢, o0 # 7 # 90°, B = 90°), and orthorhombic (a # b # ¢,
o = =y = 90°) unit cells are commonly observed.

The unit cells can be ‘‘packed’ into a three-dimensional display of the
crystal lattice. The orientation of the molecules is responsible for various proper-
ties of the crystalline substance. For example, hydrogen bonding networks may
provide high stability, and spaces in the structure may allow easy access of small
molecules to provide hydrated or solvated forms.

Crystal structures provide important and useful information about solid-
state pharmaceutical materials. Unfortunately, it is not always possible to grow
suitable single crystals of a drug substance. In these cases, X-ray diffraction of
powder samples can be used for comparison of samples.

X-ray powder diffraction (XRPD) is the analysis of a powder sample. The
typical output is a plot of intensity versus the diffraction angle (26). Such a plot
can be considered a fingerprint of the crystal structure, and is useful for determi-
nation of crystallographic sameness of samples by pattern comparison. A crystal-
line material will exhibit peaks indicative of reflections from specific atomic
planes. The patterns are representative of the structure, but do not give positional
information about the atoms in the molecule. One peak will be exhibited for all
repeating planes with the same spacing. An amorphous sample, on the other hand,
will exhibit a broad hump in the pattern called an amorphous halo, as shown in
Fig. 5.

T T T T T T T
]
Facpe b

Intensity

I SN P e A e TSR O (S AT R ST PO TR e V2 VPR T O e B 0

Angle (°26)

Fig. 5 The XRPD pattern exhibited by an amorphous material.
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XRPD is dependent on a random orientation of the particles during analysis
to obtain a representative powder pattern. The sample, as well as sample prepara-
tion, can greatly effect the resulting pattern. Large particles or certain particle
morphologies, such as needles or plates, can result in preferred orientation. Pre-
ferred orientation is the tendency of crystals to pack against each other with some
degree of order and it can affect relative peak intensities, but not peak positions,
in XRPD patterns. If a powder is packed into an XRPD sample holder and the
surface is smoothed with a microscope slide or similar device, crystals at the
surface can become aligned so that a nonstatistical arrangement of crystal faces
is presented to the X-ray beam. The result is that some reflections are artificially
intensified and others are artificially weakened. One way to determine if preferred
orientation is causing relative peak intensity changes is to grind and reanalyze
samples. Grinding reduces particle size and disrupts the crystal habit, both of
which tend to minimize preferred orientation effects. However, grinding can
cause crystal form changes, so care must be taken to interpret the patterns with
this in mind. The effects of preferred orientation can be profound, as illustrated
by the XRPD patterns shown in Fig. 6.

L before grinding

after grinding

Intensity

T N it o] i EOEY R

Angle (°26)

Fig. 6 XRPD patterns of the same sample before (top) and after (bottom) grinding. The
polymorphic form of the sample was not changed by grinding.
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Qualitative analysis of powder patterns can be used to determine if multiple
samples are the same crystal form or if multiple crystal forms have been pro-
duced. Mixtures of samples can also be evaluated. When mixtures are obtained,
XRPD can also be used in a quantitative mode to calculate the amount of each
phase present.

B. Thermal Methods

Thermal methods of analysis discussed in this section are differential scanning
calorimetry (DSC), thermogravimetry (TG), and hot-stage microscopy (HSM).
All three methods provide information upon heating the sample. Heating can be
static or dynamic in nature, depending on the information required.

Differential scanning calorimetry monitors the energy required to maintain
the sample and a reference at the same temperature as they are heated. A plot
of heat flow (W/g or J/g) versus temperature is obtained. A thermal transition
which absorbs heat (melting, volatilization) is called endothermic. If heat is re-
leased during a thermal transition (crystallization, degradation), it is called exo-
thermic. The area under a DSC peak is directly proportional to the heat absorbed
or released and integration of the peak results in the heat of transition.

Samples are loaded into pans for DSC analysis. Pan configuration (open,
crimped, hermetically sealed, hermetically sealed with a pinhole, etc.) and scan
rate can result in variations in position and intensity of the thermal events. These
variations can be used to gain further information about the sample as well as
other crystal forms.

The observance of thermal transitions by DSC is insufficient to fully char-
acterize the behavior of a substance on heating. It is not known if an endothermic
transition observed in the DSC is a volatilization or a melt without corroborating
information, such as TG or HSM data. It is important to understand the origin
of the DSC transitions to fully characterize the system and understand the rela-
tionship between various solid forms.

Thermogravimetry measures the weight change of a sample as a function
of temperature. A total volatile content of the sample is obtained, but no informa-
tion on the identity of the evolved gas is provided. The evolved gas must be
identified by other methods, such as gas chromatography, Karl Fisher titration
(specifically to measure water), TG—mass spectroscopy, or TG—infrared spectros-
copy. The temperature of the volatilization and the presence of steps in the TG
curve can provide information on how tightly water or solvent is held in the
lattice. If the temperature of the TG volatilization is similar to an endothermic
peak in the DSC, the DSC peak is likely due or partially due to volatilization.
It is usually necessary to utilize multiple techniques to determine if more than
one thermal event is responsible for a given DSC peak.
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Hot-stage microscopy is a technique that supplements DSC and TG. Events
observed by DSC and/or TG can be readily characterized by HSM. Melting, gas
evolution, and solid—solid transformations can be visualized, providing the most
straightforward means of identifying thermal events. Many polymorphic systems
have been investigated using only these thermal methods, as illustrated by the
publications of Kuhnert-Brandstitter (7). Details of the methodologies used in
hot-stage microscopy have also been reviewed (8).

Thermal analysis can be used to determine the melting points, recrystal-
lizations, solid-state transformations, decompositions, and volatile contents of
pharmaceutical materials. DSC can also be used to analyze mixtures quantita-
tively.

C. Vibrational Spectroscopy

Common methods used to characterize drugs and excipients are infrared (IR) and
Raman spectroscopy. These techniques are sensitive to the structure, conforma-
tion, and environment of organic compounds. Because of this sensitivity, they
are useful characterization tools for pharmaceutical crystal forms. Qualitative as
well as quantitative analysis can be performed with both techniques.

Infrared spectroscopy is based on the conversion of IR radiation into molec-
ular vibrations. For a vibration to be IR-active, it must involve a changing molec-
ular dipole (asymmetric mode). For example, vibration of a dipolar carbonyl
group is detectable by IR spectroscopy. Whereas IR has been traditionally used
as an aid in structure elucidation, vibrational changes also serve as probes of
intermolecular interactions in solid materials.

Sampling techniques for IR include pellets, mulls, and diffuse reflectance.
Diffuse reflectance is the best choice for crystal form determination, due to the
minimal sample manipulation required. Mulls can also be used for form identifi-
cation, but peaks due to the suspension medium may interfere with the peaks of
interest.

Raman spectroscopy is based on the inelastic scattering of laser radia-
tion with loss of vibrational energy by a sample. A vibrational mode is Raman-
active when there is a change in the polarizability during the vibration. Symmetric
modes tend to be Raman-active. For example, vibrations about bonds be-
tween the same atom, such as in alkynes, can be observed by Raman spectros-
copy.

Small amounts of samples can be analyzed by Raman spectroscopy and a
variety of sample holders are available, ranging from stainless steel holders to
glass NMR tubes. The samples are analyzed neat, eliminating the need for sample
preparation procedures that may induce solid form changes. Since a laser is used,
only a small portion of the sample is in the beam during analysis.
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D. Nuclear Magnetic Resonance (NMR) Spectroscopy

NMR spectroscopy probes atomic environments based on the different resonance
frequencies exhibited by nuclei in a strong magnetic field. Many different nuclei
are observable by the NMR technique, but those of hydrogen and carbon atoms
are most frequently studied. NMR spectroscopy of solutions is commonly used
for structure elucidation. However, solid-state NMR measurements are extremely
useful for characterizing the crystal forms of pharmaceutical solids.

Nuclei that are typically analyzed with this technique include those of *C,
3p, BN, ®Mg, and *Na. Different crystal structures of a compound can result in
perturbation of the chemical environment of each nucleus, resulting in a unique
spectrum for each form. Once resonances have been assigned to specific atoms
of the molecule, information on the nature of the polymorphic variations can be
obtained. This can be useful early in drug development, when the single-crystal
structure may not be available. Long data acquisition times are common with
solid-state NMR, so it is often not considered for routine analysis of samples.
However, it is usually a very sensitive technique, and sample preparation is mini-
mal. NMR spectroscopy can be used either qualitatively or quantitatively, and
can provide structural data, such as the identity of solvents bound in a crystal.

E. Moisture Sorption/Desorption and Hygroscopicity

Hygroscopicity and the formation of hydrated crystal forms can be investigated
by means of moisture sorption/desorption methods. Sample analysis may be car-
ried out using automated equipment or by periodic weighing of samples kept
over saturated salt solutions providing various relative humidities (RHs). In either
case, water taken in or released by a sample is detected as a change in sample
weight. If a material readily loses water of hydration at low relative humidity,
the stability of the hydrate may need to be investigated further. If a material
readily gains moisture at ambient or high relative humidity, hygroscopicity stud-
ies will be needed to determine if a change in crystal form is associated with the
water uptake. This is done by characterizing material equilibrated under various
relative humidity conditions using techniques suitable for detection of crystal
form, such as XRPD, TG, DSC, and IR spectroscopy. Changes in water content
and crystal form may lead to definition of specific handling conditions under
which a change in form will not occur.

F. Summary

Only a brief description of selected techniques for solid-state characterization
has been given above. Many other techniques are available. It is imperative that
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a multidisciplinary approach be applied to the characterization solids; no single
analytical method can provide all the information necessary to understand the
nature and properties of solid pharmaceutical compounds.

lll. SALT SELECTION
A. Factors Guiding Salt Selection

Salt selection is a critical part of the drug development process because selection
of an appropriate salt can significantly reduce time to market. Changing salts in
the middle of a development program may require repeating most of the biologi-
cal, toxicological, formulation, and stability studies performed initially. However,
continuing the development of a nonoptimal salt may lead to increased develop-
mental and production costs, even product failure. Selection of the correct salt
early in the development process will avoid these problems and facilitate down-
stream development activities. In addition, salts that exhibit advantageous proper-
ties are usually patentable as new chemical entities.

Salts are used to alter the physical, chemical, biological, and economic
properties of a drug substance. The change in crystal structure accomplished by
forming a salt can lead to greatly improved properties. The advantages of using
salt forms in pharmaceutical formulations have been extensively reviewed (9).
A variety of factors can guide the salt selection process and a partial list of consid-
erations is given in Table 2.

A change in the solubility of a drug substance is often a major reason for
choosing a salt. In many cases, substances containing free acid or base groups
have poor aqueous solubility which saltification of these groups can improve,
leading ultimately to greater bioavailability. Increasing the solubility of a weak
acid—base drug substance by forming a variety of salts has been reported for

Table 2 Factors Guiding the Salt Selection

Process

Bioavailability pH of salt solutions
Chemical stability Physical stability
Crystallinity Processing properties

Dissolution rate
Cost

Handling properties
Hygroscopicity
Melting point
Intended formulation

Purity
Solubility
Taste
Toxicity
Wettability
Yield
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Fig. 7 The structure of RS-82856.

RS-82856 (Fig. 7) (10). Five salts (chloride, hydrogen sulfate, phosphate, sodium,
and potassium) exhibited significantly higher solubility and dissolution rates than
the parent drug. Based on a variety of physical parameters (solubility, dissolution
rate, melting point, hygroscopicity, and chemical stability), the hydrogen sulfate
form was recommended for development. A bioavailability study in dogs compar-
ing the parent drug and the hydrogen sulfate salt resulted in the salt being ab-
sorbed approximately two to three times more efficiently than the parent drug.
The solubility and dissolution data were good indicators of the bioavailability of
this material.

For some drugs, preparation of stable salts may not be feasible, or free acid
or free base forms may be preferred. A reported example compares the free base
and hydrochloride salt of the poorly water-soluble drug, o-pentyl-3-(2-quino-
linylmethoxy)benzenemethanol, known as REV 5901 (Fig. 8) (11). For this drug
substance, lower solubility of the chloride salt, along with equivalent dissolution
rates, resulted in the free base being chosen for development.

It should be noted that a salt usually exhibits a higher melting point than
the free acid or base, which can result in greater stability and easier processing.
However, there is often a relationship between melting point and aqueous solubil-
ity. Gould, in his study of the salts of basic drugs, concluded that *‘ideal solubility
of a drug in all solvents decreases by an order of magnitude with an increase of
100°C in its melting point’’ (12). An example of this phenomenon is the antima-
larial drug o-(2-piperidyl)-3,6-bis(trifluoromethyl)-9-phenanthrenemethanol hy-

(Ii/ I
N

Fig. 8 The structure of REV 5901.
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Fig. 9 The structure of o-(2-piperidyl)-3,6-bis(trifluoromethyl)-9-phenanthrene-
methanol.

drochloride (Fig. 9). The melting point and solubility data are shown in Table 3
(13). Overall, a substantial decrease in solubility was observed with the increase
in melting point of the salts. It should also be noted that the solubility of salts
can be affected not only by changing the lattice energy (melting point), but also
by enhancing water—drug interactions. The study of chlorhexidine (Fig. 10)
showed that the solubility of this drug was significantly enhanced by increasing
the number of hydroxyl groups on the conjugate acid (14).

The melting point of a drug substance salt can be greatly influenced by the
counterion. For UK47880 (Fig. 11), a relationship was observed between the
melting points of the salts and the corresponding conjugate acid (12). Salts pre-

Table 3 Melting-Point and Solubility Data for
o-(2-piperidyl)-3,6-bis(trifluoromethyl)-9-phenanthrenemethanol
hydrochloride (13)

Aqueous
Melting point solubility
Salt form of salt (°C) (mg/mL)
Free base 215 7.5
DL-Lactate 172 1850
L-Lactate 192 925
2-Hydroxyethane sulfonate 251 620
Sulfate 270 20
Mesylate 290 300

Hydrochloride 331 13
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Fig. 10 The structure of chlorhexidine.
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Fig. 11 The structure of UK47880.

pared from high-melting aromatic acids exhibited higher melting points, whereas
salts prepared from low-melting flexible aliphatic acids yielded oils. In the case
of epinephrine (Fig. 12), the effect of hydrogen bonding on the melting points
of the salts was apparent (12). Small acids prone to form hydrogen bonds (ma-
lonic and maleic) resulted in higher-melting salts. The bitartrate and fumarate
salts were found to be lower-melting due to their size and possibly unfavorable
symmetry, respectively.

A salt can also provide improved chemical stability compared to the parent
drug substance. An example of this was reported for xilobam, whose structure
is shown in Fig. 13 (15). In order to protect xilobam from the effects of high
temperature and humidities without decreasing the dissolution rate, three arylsul-
fonic acid salts (tosylate, 1-napsylate, and 2-napsylate), as well as the saccharate
salt, were prepared. The 1-napsylate was found to be the most chemically stable
form at 70°C and 74% RH after 7 days. Dissolution data from compressed tablets

OH

ZT
/

HO.
CHy

HO

Fig. 12 The structure of epinephrine.
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CHs
Ho R A
T
O
Fig. 13 The structure of xilobam.

showed that the 1-napsylate salt released xilobam at a faster rate than the free
base. This work demonstrated that a strong acid with an aryl group protected the
easily hydrolyzed base from the effects of high temperature and humidity.

A choice of salts can also expand the formulation options for a material.
The antimalarial agent o-(2-piperidyl)-3,6-bis(trifluoromethyl)-9-phenanthrene-
methanol hydrochloride (Fig. 9) exhibited poor solubility, was delivered as an
oral formulation, and required a single dosing of 750 mg (13). Seven salts and
the free base were evaluated. The lactate salt was found to be 200 times as soluble
as the hydrochloride salt (Table 3). This enhanced solubility would make it possi-
ble to reduce the oral dose to achieve the same therapeutic response as well as
develop a parenteral formulation for the treatment of malaria. However, the case
of lidocaine hydrochloride (Fig. 14) demonstrates that a compound limited to
parenteral and topical formulations can be expanded to oral administration by
changing to a salt form with acceptable physical properties (16). The hydrochlo-
ride salt was hygroscopic, difficult to prepare, and hard to handle. Six salts were
evaluated for salt formation, solubility, and hygroscopicity. Other salts, such
as phosphate, exhibited properties acceptable for dry pharmaceutical dosage
forms.

Many other examples can be found in the literature that demonstrate the
applicability of examining a number of salts to obtain the necessary properties
needed for development and marketing of the drug substance. Excellent reviews
on salts (9,12) discuss many of the issues involved in targeting salt forms of drug
substances.

CHg
N
\(\N/‘\CHB
JAN
CHj CHj

Fig. 14 The structure of lidocaine.
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B. Counterions

Salt formation involves proton transfer from an acid to a base. In theory, any
compound that exhibits acidic or basic characteristics can form salts. The major
consideration is the relative acidity and/or basicity of the chemical species in-
volved. To form a salt, the pK, of the acidic partner must be less than the pK,
of the conjugate acid of the basic partner. These pK, values need to be about
two units apart for total proton transfer to occur, otherwise an equilibrium mixture
of all components (acid, base, and salt) is likely to result. Even so, equilibrium
mixtures of this type can often be used to prepare salts if a driving force is present,
such as the crystallization of the salt from solution.

Another consideration is the toxicity of the counterion. A large number of
anions and cations are available for pharmaceutical compounds, and tabulations
of those approved by the FDA have appeared in the literature (9,12). An expanded
but not comprehensive list of acceptable ions is presented in Table 4. In general,
ions related to normal metabolic chemicals or present in food or drink are usually
regarded as suitable candidates for preparing salts.

Target salts are chosen by considering a number of factors. The structure
and pK, of the drug substance are important values to determine initially. Avail-
able literature on structurally related compounds can result in excellent leads for
target salts. The chemical stability of the drug substance, especially as related to
pH stability, will also play a role. The ease of large-scale preparation of the salt,
as well as the cost of the counterion and processing, will need to be considered
to determine if the salt is a feasible choice. The type of drug product and antici-
pated loading of the drug substance in the drug product can also influence the
choice of salts. For high drug loadings, a large, bulky counterion, which adds
substantial mass to the loading, may not be the best choice. Anions that irritate
the gastrointestinal tract should be avoided for certain drugs, such as anti-
inflammatories. The relative acid/base strength of the resulting salt and the ten-
dency to disproportionate should be considered when using basic excipients in
a formulation.

A common salt choice for basic drug substances is the hydrochloride, be-
cause of its availability. However, a number of issues also need to be considered
when using this salt. Reports have shown that hydrochloride salts do not always
increase the solubility of poorly soluble basic drugs (1,13,17,18), due to the com-
mon-ion effect. The presence of chloride ions in the gastric fluid can result in a
lower solubility for the hydrochloride salt.

The hydrochloride salt is often a stronger acid than is needed for many
drug substances, which can result in low pH values for the aqueous solutions.
This can lead to limitations in parenteral formulations or processing. The highly
polar nature of hydrochloride salts can also lead to excessive hygroscopicity of
the resulting salt. Dihydrochlorides are also found to be hygroscopic and may lose
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hydrogen chloride gas upon heating or under reduced pressure (lyophilization).
Although hydrochloride is commonly used for salt formation, other salts may be
better alternatives in the long run.

C. Salt Preparation

Salts can be produced on a small scale using a variety of methods. Selected
methods are described below.

1. Salt Formation from Free Acid/Base

In salt formation from free acid or base, the free acid/base of the drug substance
is combined with the base/acid containing the desired counterion in specific molar
ratios in a suitable solvent system. There must be adequate solubility of each
reactant in the solvent system chosen. The product can be isolated in different
ways, often simply by evaporation of the solvent.

2. Salt Formation by Salt Exchange

For salt formation by salt exchange, the salt of the drug substance is combined
with a salt containing the desired counterion in specific molar ratios in a suitable
solvent system. As described above, there must be adequate solubility of each
reactant in the solvent system. If the desired salt of the drug substance is less
soluble than the starting materials, it will precipitate out and can be isolated by
filtration. If no precipitate is obtained, other isolation methods can be employed.
A method that was described for iodide salts (19) involved precipitation of the
unwanted counterion first. In this case silver salts were used for the counterions
(silver sulfate, silver ortho-phosphate, silver lactate) and a silver iodide precipi-
tate was isolated first by filtration. The desired salt of the drug substance was
then precipitated from the filtrate by addition of an antisolvent.

3. Other Reported Methods

Variations of the traditional methods for salt preparation described above have
been reported. To produce the hydrochloride and hydrobromide salts of the anes-

Fig. 15 The structure of N-methyl pyridinium-2-aldoxime.
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Fig. 16 The structure of triamterene.
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thetic lidocaine (Fig. 14), dry hydrogen chloride or hydrogen bromide gas was
bubbled into anhydrous ether solutions of the lidocaine base (16). Chloride and
lactate salts of the cholinesterase reactivator N-methyl pyridinium-2-aldoxime
(Fig. 15) were prepared using ion-exchange resins (19). Complex salts of the
diuretic triamterene (Fig. 16) were produced from various acids (hydrochloric,
nitric, sulfuric, phosphoric, and acetic) using the phase-solubility technique (20).
Profiles of apparent solubility as a function of pH detected complex salt species
containing both protonated and unprotonated triamterene. The stoichiometries of
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Fig. 17 XRPD patterns of the product obtained from an attempt to prepare a glutamate

salt (top) and glutamic acid (bottom).
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the complexes determined from the plots were confirmed by elemental analysis
of the solids.

Once a salt is produced, it must be characterized. XRPD of the solid can
confirm that the reaction occurred and starting materials were not recovered. This
is illustrated in Fig. 17. Attempts to produce the glutamate salt from the free base
resulted in the XRPD pattern of crystalline glutamic acid. If the drug substance
salt is produced, the crystallinity can be determined by XRPD. Confirmation of
the stoichiometry of the salt can be obtained by a variety of methods, including
elemental analysis and solution NMR spectroscopy. The possibility of chemical
degradation during salt formation can be determined using chromatographic
(thin-layer, high-performance) or spectroscopic (IR, NMR) methods. The melting
point can be obtained from melting-point measurements, hot-stage microscopy,
or DSC analysis. The formation of hydrates or solvates can be investigated using
Karl Fischer titration or TG analysis. Other information, such as solubility, hygro-
scopicity, and stability, is also useful. Because of all the information required,
determining the best salt for development can be a complicated, time-consuming
task.

D. Systematic Approach to Salt Selection

A variety of factors need to be considered when selecting the optimum chemical
form of a new drug candidate. These include all physicochemical properties
which would influence physical and chemical stability, processability under man-
ufacturing conditions, dissolution rate, and bioavailability. Such selection of
chemical form must be done at the initial stages of development, when material
and time are limited. Often the medicinal and process chemists select salt forms
based on a practical basis, such as previous experience with the salt type, ease
of synthesis, reaction yield, etc. Pharmaceutical considerations such as stability,
handleability, hygroscopicity, and suitability for a specific dosage form may be
secondary considerations.

A salt selection process based on melting point, solubility, stability, wetta-
bility, and other properties has been proposed (12). However, in the absence of
clear go/no-go decisions at any particular stage of the process, this approach
would lead to the generation of extensive physicochemical data on all salt forms
produced. A more rational approach to expedite the salt selection process using
a tiered methodology was reported (21). The tiers were planned so that the least
time-consuming experiments were conducted early and the progressively more
time-consuming and labor-intensive experiments were conducted later, when
fewer salts were in contention. In this way, many different salt forms could be
screened with minimal experimental effort. An expanded version of this process
will be described in this section.
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The first step in salt selection involves preparation of various salts using
the methods described above. Preparation methods should be chosen with even-
tual scale-up in mind whenever possible. Procedures which are feasible for small-
scale production may not be practical for large-scale manufacture. On the other
hand, it is sometimes desirable to produce salts by the most convenient method in
the laboratory, so that the properties of many products can be evaluated quickly.

A number of parameters have been identified that are of primary importance
in salt selection, including crystallinity, hygroscopicity, solubility, stability, poly-
morphism, and process control. A tiered approach for evaluation of these parame-

Continue crystallization attempts

CRYSTALLINITY
an aystalline salts
be prepared?
HYGROSCOPICITY
Does the salt deliquesce
at high humidity?

SOLUBILITY

Does the salt have
aqueous solubllity?
STABILITY no

Is the salt physically
stable under accelerated
conditions?

Unacceptable

Solubility enhancement
if necessary

Stability enhancement
if necessary

FINAL SALT
CANDIDATE

POLYMORPHISM
Are there multiple
Secondary
candidates
CONTROL no
Can the process be
controlled to produce
the deslired form? o Ves
FINAL SALT
CANDIDATE

Fig. 18 A salt selection decision tree.
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ters is illustrated by the flowchart in Fig. 18. Each step will be discussed in some
detail below. It should be noted that the entire process can be carried out using
between a few hundred milligrams and a few grams of drug substance.

The first step involves analyzing solid salts for crystallinity and melting
point. Crystalline salts are usually the most desirable, because they exhibit supe-
rior processing, handling, stability, and purification properties. Low-melting salts
may be relegated to a lower-priority status at this point.

In the second step, crystalline materials are evaluated for moisture sorption
activity under elevated relative humidity conditions. A high degree of moisture
sorption or desorption by salts under humidity conditions expected during manu-
facturing, handling, and storage may lead to problems. Batch variability in the
potency of drug product may also be affected if the bulk drug substance is not
maintained at the declared potency because of variations in water content. Based
on hygroscopicity, salts that deliquesce or gain/lose excessive amounts of water
are considered lower-priority than those that do not. Analyses of these materials
after several days of exposure can also provide preliminary data related to hydrate
formation.

At the next stage, equilibrium solubilities in the appropriate aqueous media
are estimated and the pH values of solutions made in water are usually deter-
mined. This information can be used to assess any potential dissolution or bio-
availability problems with the salts. These studies can also help determine if a
solution dosage form is feasible. The selection of salts at this stage may be aided
by the judgment of a drug development scientist, considering the type of dosage
form and the expected dose of the compound. A salt with lower solubility that
can still provide a good dissolution rate could be selected over one that is highly
soluble but prone to crystal form changes. However, if the solubility is not high
enough for a required oral or parenteral formulation, another salt with some pro-
pensity for crystal form changes at high humidity may be considered. Salts exhib-
iting appropriate solubilities are taken to the next step.

Physical stabilities are determined under accelerated conditions. Samples
of each salt kept under appropriate conditions are periodically analyzed by the
appropriate methods to ensure that their crystal forms are sufficiently stable. The
appearance of new crystal forms suggests that polymorphic changes might occur
during manufacturing or accelerated stability testing of bulk material or a solid
dosage form. Determination of the hygroscopicity and solubility of any new
forms found may be required. Abbreviated chemical stability, as well as compati-
bility screening with excipients, can also be monitored at this stage, depending
on development timelines and material availability.

Salts that pass to the final stage are tested for their propensity to exist in
polymorphic forms using an abbreviated screen, which is discussed in more detail
in a later section. Salts which exist in a number of forms will require crystalliza-
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tion method development work to ensure that the manufacturing process is con-
trolled and only the desired crystal form can be obtained reproducibly. Salts that
appear to exist, or can be produced consistently, in one stable, crystalline poly-
morph are considered final salt candidates. As development proceeds and addi-
tional drug substance becomes available, these salt candidates can be prepared
in larger quantities for comparison of other properties such as dissolution rate
and excipient compatibility.

In the above scheme, the number of salt forms available and the physico-
chemical properties considered important for preparation of bulk drug substance,
as well as stability and efficacy of the expected dosage form, will dictate how
many steps will be necessary to select an appropriate salt. There may be situations
in which all salts that make it to the final level are unacceptable for development.
Additional salt forms or free acids/bases should be considered before reevaluat-
ing any salt that was dropped earlier in the salt selection. It should also be noted
that the acceptance criteria for progression from one step to the next may depend
on the physicochemical properties of the available salts. If all salts are found to
be hygroscopic, it may be necessary to carry some to the next stage, with the
realization that they may require special manufacturing and storage conditions
if selected.

A real-world salt selection effort may not always allow strict adherence to
the decision tree shown in Fig. 18. Steps may be removed, added, or performed
in a different order as required by each specific situation. A multidisciplinary
approach to salt selection with coordination and input from a variety of depart-
ments (pharmaceutics, chemical development, analytical, etc.) is essential for
choosing the best salt for development.

E. Property Modification Using Salts

Many examples are reported in the literature describing the modification of drug
substance properties using salts. A small sampling of these is shown in Table 5.
Properties ranging from solubility to bitterness have been modified by producing
salts.

A number of studies describe preformulation considerations during the salt
selection process (10,11,15,22,28) and provide some comparative property data
among salts. The integrated salt selection approach for BMS-180431 (Fig. 19)
included screening of more than seven salts (sodium, potassium, calcium, zinc,
magnesium, arginine, and lysine) in a 4- to 6-week period. Information on crys-
tallinity, moisture content, hygroscopicity, crystal-form changes at various hu-
midities, solubility, solid-state stability, and drug excipient interactions were col-
lected on selected salts at various tiers of the salt selection process. The arginine
and lysine salts were found to have comparable physicochemical properties. The
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Fig. 19 The structure of BMS-180431.

arginine salt was chosen for development based on factors such as ease of syn-
thesis, ease of analysis, experience with arginine salts, and marketing prefer-
ences.

Extensive studies of the various forms of the antiallergic agent nedocromil
were reported. The free acid (Fig. 20) (31) as well as the magnesium (32), zinc
(33), and calcium (34) salts were made. The commercially available form, nedo-
cromil sodium trihydrate (35), converts to a heptahemihydrate above 80% RH.
This situation leads to a possible problem when the drug is delivered by nasal
inhaler and the drug substance particles enter the humid environment of the respi-
ratory tract. Investigations of other salts in hopes of finding one that is more
stable resulted in the discovery of multiple hydrated crystal forms of various
salts, as summarized in Table 6.

Fig. 20 The structure of nedocromil.
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Table 6 Crystal Forms of Nedocromil

Salt form Crystal forms Ref.
Free acid Unsolvated 31
Calcium Pentahydrate 34
8/3 Hydrate
Magnesium Pentahydrate 32
Heptahydrate
Decahydrate
Sodium Trihydrate 35
Heptahemihydrate
Zinc Pentahydrate A 33
Pentahydrate B
Heptahydrate
Octahydrate

IV. SOLID FORM SELECTION

It is obvious from the preceding discussion that salt and solid form selection are
intertwined. The propensity of a compound, either neutral or a salt, to exist in
different crystal forms is considered as part of the salt selection process. However,
once selected for inclusion in drug product, the solid-state properties of a given
compound must be evaluated in detail. The following section describes the solid-
form selection process as it is carried out with a single chemical entity.

A. Solid Forms

The solid forms attained by organic compounds span a range of molecular order
(Fig. 21). At one extreme is the amorphous state, characterized by no regular
arrangement of molecules, as in a liquid. At the other is the crystalline state. In
a crystal the molecules exist in fixed conformations and are packed against each
other in a regular way. However, there are few if any ‘perfect’” crystals. Imper-
fections in the packing arrangement during growth of a crystal can occur in many
ways and, when present in sufficient number, provide a poor-quality crystal. In-
troduce enough packing dislocations to disrupt every intermolecular interaction,
and the amorphous state results. Between amorphous and crystalline forms there
can be states of partial order, as in liquid crystals.

Generally, organic molecules prefer to exist in crystalline form when solid.
Amorphous material, even when isolable, is thermodynamically less stable than
crystalline material. The practical consequence of this is that there is energetic



30 Newman and Stahly

ol

Order (crystalline) Intermediate Order Disorder (amorphous}

Fig. 21 An illustration of the concept of molecular order in solids.

pressure for an amorphous solid to crystallize, so selection of an amorphous form
of a drug for development must be made with this in mind.

In addition to variations in the relative amount of molecular order in solids,
there can also be variations in the nature of the order. Different crystalline ar-
rangements of the same molecule can exist; this phenomenon is known as poly-
morphism. All types of substances exhibit this behavior, including elements, inor-
ganic compounds, and organic compounds. Different crystal forms of elements
are called allotropes, while different crystal forms of inorganic or organic com-
pounds are called polymorphs. The propensity for polymorphism in organic com-
pounds is great. In a crystalline organic solid, the forces holding the crystal to-
gether, the intermolecular bonds, are much weaker than those holding each
molecule together, the intramolecular bonds. Typical intermolecular attractions
consist of van der Waals and hydrogen bonds, which range in energy from <0.1
to 8 kcal/mole. Intramolecular covalent bonds range from about 50 to 200 kcal/
mole. Thus, only small energy changes need be associated with changes in pack-
ing arrangements.

In many cases organic compounds incorporate water or solvents into their
crystal lattice. These species are called hydrates or solvates, respectively. Crystals
of this type are not strictly polymorphic, which is, by definition, different crystal-
line arrangements of a single substance. Practically, however, hydrates and sol-
vates exhibit the same range of property differences as do polymorphs and must
be considered as viable candidates in the form selection process.

In hydrates and solvates, the amount of water or solvent incorporation can
vary. Often, stoichiometric amounts are found, but not always at a 1:1 ratio of
water (solvent) to organic molecule. Some common hydrate ratios are shown in
Table 7. Many compounds form hydrates or solvates, and examples are given
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Table 7 Common Hydrates

Ratio of

organic: water

molecules Hydrate type
2:1 Hemihydrate
2:3 Sesquihydrate
1:1 Monohydrate
1:2 Dihydrate
1:3 Trihydrate
1:4 Tetrahydrate
1:5 Pentahydrate

later in this chapter. An unusually complex crystal is the antibiotic doxycycline
hydrochloride hyclate, which is a hemiethanolate hemihydrate (Fig. 22) (36).
Crystallographically, polymorphs differ from each other in packing ar-
rangement and, at times, in molecular conformation. The antibiotic nitrofurantoin
(Fig. 23) exists in two polymorphic forms, denoted o and B (37). In each poly-
morph the molecule adopts a planar conformation and forms extended sheets
which are stacked to make a crystal. However, the hydrogen-bonding interactions

@G «0

« Cl

Fig.22 The asymmetric unit of doxycycline hyclate, showing two water molecules, one
ethanol molecule, and two independent conformations of doxycycline. Hydrogen atoms
are omitted for clarity (36).
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O

NH

Fig. 23 The structure of nitrofurantoin.

that hold each sheet together are different (Fig. 24). Some of the data obtained
from single-crystal X-ray structure determinations of both forms are shown in
Table 8.

A compound whose polymorphic forms differ in both packing arrangement
and molecular conformation is 5-methyl-2-[(2-nitrophenyl)amino]-3-thiophene-
carbonitrile (Fig. 25) (38). This system is striking in that the conformations found
in each of three polymorphic forms can be correlated to the color of the crystals

%C%CE

)/—~7’° }%

alpha form beta form

Fig. 24 Depiction of the different hydrogen bonding patterns which hold molecular
sheets together in the o- and B-polymorphs of nitrofurantoin. Hydrogen bonds are shown
by dotted lines (37).



Form Selection of Pharmaceutical Compounds 33

Table 8 Crystallographic Data for the o~ and B-Polymorphs of Nitrofurantoin (37)

Unit cell lengths (10%) Unit cell angles (deg)
Space

Form  group a b ¢ o B Y A

o P1 bar 6.774(1) 7.795(1)  9.803(2) 106.68(1) 104.09(2) 92.29(1) 2
B P2,/n 7.840(5) 6.486(1) 18.911(6) 90 93.17(3) 90 4

2Z is the number of molecules in the unit cell.

[ M—on,

S

Iz

NO,

Fig. 25 The structure of 5-methyl-2-[(2-nitrophenyl)amino]-3-thiophenecarbonitrile.

(red, orange, and yellow). The packing arrangements in these forms differ, and
the conformations of individual molecules in each form differ also. Rotations
around the single bonds joining the aromatic rings result in more or less overlap
of the pi electrons in these groups (Table 9, Fig. 26). In the red crystal the confor-
mation attained provides the greatest amount of co-planarity, allowing for maxi-
mum pi overlap. The conformation in the yellow crystal is the least co-planar.
In some cases molecules adopt more than one conformation in a single
crystalline arrangement. When this occurs, each conformer is part of the regular
array from which the crystal is built. An interesting example of this phenomenon
is the reverse transcriptase inhibitor lamivudine (Fig. 27). Two crystal forms of
this material are known (39). Polymorphic form II is unspectacular, characterized
by a highly symmetrical tetragonal lattice containing only one conformer of lami-

Table 9 Torsional Angles Found for Three Polymorphs of
5-Methyl-2-[(2-nitrophenyl)amino]-3-thiophenecarbonitrile (38)

Angle between

Polymorph Space group aromatic rings (deg)
Red P1 bar 46
Orange P2,/c 54

Yellow P2,/n 106
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Fig. 26 Conformations of 5-methyl-2-[(2-nitrophenyl)amino]-3-thiophenecarbonitrile
having more (left) and less (right) aromatic ring coplanarity. Hydrogen atoms are omitted
for clarity.

vudine. Form I, on the other hand, is quite unusual in that it contains five different
lamivudine conformers and one water molecule in the asymmetric unit (Fig. 28).
Spectroscopic characterization of such crystals can be complicated, as the differ-
ent conformations can give rise to different signals upon solid-state analysis. The
solid-state *C-NMR spectrum of form II lamivudine exhibits resolved singlets
for each of the eight carbon atoms, but the corresponding spectrum of form I
consists of complex multiplets (39). This NMR feature, often referred to as crys-
tallographic splitting, results from the fact that each conformer provides different,
fixed local environments for each carbon atom in the molecule. Crystallographic
splitting is evident in the solid-state NMR spectrum of a crystalline material
which contains two independent conformations in the asymmetric unit, as shown
in Fig. 29.

It is common to find multiple solid forms of a single organic compound.
For example, the androgen dehydroepiandrosterone (DHEA, Fig. 30) exists in at
least seven solid forms. Three polymorphic forms, three hydrates, and a methanol
solvate were made and characterized (40). Single-crystal structure determinations
were carried out on forms I, S1, S3, and S4 (41,42). Structural features of the
various forms are compared in Table 10 and Fig. 31.

NHo
N-—-—-.._

HO—2 o \\\\N /

Fig. 27 The structure of lamivudine.
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Fig. 28 The asymmetric unit of lamivudine form I, showing one water molecule and
five independent conformations of lamivudine. Hydrogen atoms are omitted for clarity.
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Fig.29 The solid-state NMR spectrum of a crystalline compound having two conforma-
tions in the asymmetric unit. Note the splitting of many peaks into doublets. Arrows denote
spinning side bands.
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HO

Fig. 30 The structure of DHEA.

So far we have concentrated on the crystalline state, but it is important to
note that amorphous materials may also exist in various forms. An excellent
review of the amorphous state, including a discussion of polymorphism, was
published by Hancock and Zografi (43). It is well known that an amorphous
substance behaves like a glass below and a rubber above its glass transition tem-
perature. In addition, polyamorphism of glasses may be possible. For example,
amorphous permethylated 3-cyclodextrin (Fig. 32) was prepared by grinding and
rapid cooling of the melt (quenching) (44). Calorimetric analyses of the products
revealed that the ground material had twice the enthalpy of relaxation of the
quenched material. Relaxation is the process of transformation from a higher-
energy (less ordered) state to a lower-energy (more ordered) state. One explana-
tion is that the amorphous materials prepared by different methods are solids
having different degrees of order, or polyamorphic solids. In the amorphous con-
dition the order under discussion is short-range, spanning fewer molecules than
does the long-range order which is characteristic of a crystal.

More recently, samples of amorphous ursodeoxycholic acid (Fig. 33) were
prepared by grinding and quenching (45). The products behaved differently upon
exposure to ethanol vapor: the ground material crystallized, while the quenched

Table 10 Solid Forms of DHEA

DHEA : water Number of

Form Type (solvent) ratio conformers
I Polymorph — 2

11 Polymorph — Unknown
11 Polymorph — Unknown
S1 Hydrate 4:1 2

S2 Hydrate 1:1 Unknown
S3 Hydrate 1:1 2

S4 Methanolate 2:1 1
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Fig. 31 Four solid forms of DHEA; polymorph I (top left), monohydrate S3 (top right),
!/s hydrate S1 (bottom left), and hemimethanolate S4 (bottom right). Solid circles are car-
bon atoms and open circles are oxygen atoms; hydrogen atoms are omitted for clarity

(41,42).
HsCO
HaCO.
HaC 3 O
HaCO. OCHj
OCH3 H“CHS
HaCO
Hacg‘
OCHj G
H,C 2
OCHj
JOCHg
0 0

HEO

HaCO /

OCHj OCH34

Fig. 32 The structure of permethylated -cyclodextrin.
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Fig. 33 The structure of ursodeoxycholic acid.

material did not. The authors attributed these behaviors to differences in the mo-
lecular states of the products, namely, polyamorphism.

B. Polymorph Screening

Given all the possible structures available to an organic solid, form selection can
be a daunting task. The process typically begins once the molecular structure of
the active has been selected, but can also accompany salt selection (see above).
The first step in solid form selection is to determine if polymorphic and/or amor-
phous forms of the molecule of interest (drug substance) exist. This process is
called polymorph screening (46). Once forms are identified, they must be charac-
terized and their important properties determined. Only with such data in hand
can a rational selection of final solid form be made.

Polymorph screening is an empirical process at present. While significant
effort is being expended to develop algorithms that calculate crystal structure
based on molecular formula, no programs useful for a wide range of compounds
are available to date (47). One of the primary goals in a polymorph screen is to
prepare as many solid samples of the drug substance under as many different
conditions as possible. In this way, maximum opportunity is provided for the
drug substance to organize into different forms. A more detailed description of
the process follows.

A major consideration for a polymorph screen needs to be addressed at
this stage. A polymorph screen, no matter how extensive, cannot guarantee that
a new polymorphic form will not appear in the future. Stories of appearing and
disappearing polymorphs are plentiful (48). Such occurrences are likely related
to seeding. The first step in crystallization is formation of a seed, which involves
collection of disordered molecules into an ordered array. Seed formation is the
rate-determining step in a crystallization process. Now consider Ostwald’s rule,
which states that in passing from a less stable state (disordered) to a more stable
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state (crystalline), the product state is not the most stable state available, but is
the nearest in energy to the starting state (49). The practical result is that a kinet-
ically favored but metastable crystalline form of a new compound can exist alone
for long periods of time (often years) because seeds of a more stable form are
not present. However, once a seed of the more stable form arises, crystallization
of that stable form can begin and all of the existing metastable material can, and
eventually will, be converted to the stable material. Once a given polymorphic
form has crystallized, its seeds are everywhere, and it can be difficult to remake
original forms.

An example of problems caused by an appearing polymorph may be found
in the case of Abbott Laboratories’ protease inhibitor ritonavir (Fig. 34) (50).
This compound was discovered, developed, manufactured, and marketed over a
span of several years, so countless solid samples were generated during that time.
One dosage form marketed was soft-gel capsules, which were prepared from
crystalline material of the only solid form of drug substance known at that time
(form I). After more than two years on the market, batches appeared which failed
dissolution testing. These capsules were not released to market, but were studied
to determine the cause of the failure. It was found that the capsules contained a
new, more stable crystalline form of ritonavir (form II). Form II dissolves more
slowly than does form I, and was the cause of the dissolution failures. Eventually,
drug substance could no longer be manufactured as pure form I.

The human and financial costs resulting from the appearance of a new
polymorphic form of ritonavir are likely to be significant. One group even sug-
gested that there were likely to be shortages and an interruption in supply of the
capsules to the estimated 60,000 to 70,000 patients with HIV who were taking

CH4
HiC

Fig. 34 The structure of ritonavir.
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the drug (51). It was also predicted that other protease inhibitors will probably
gain market share at the expense of ritonavir, and that the impact on Abbott’s
bottom line will likely depend on how long it takes to fix the problem (51).

Generation of samples for a polymorph screen can be carried out in many
ways. Available methods were recently reviewed (52). A starting point usually
involves crystallizations from a variety of solvents. Initial experiments should
utilize solvents that provide a wide range of structural type and polarity, as well
as solvents that are being or will be used in the drug substance manufacturing
process. It is important to include water and/or water-containing solvent mixtures
among the solvents selected to encourage formation of hydrates, and it is not
wise to exclude solvents that might never be considered for manufacture; it is
useful to think of polymorph screening as simply a hunt for seeds. In addition,
some effort should be made to generate samples under conditions more favorable
to the production of metastable forms.

Solvents often drive formation of particular solid forms. This is obvious
in the case of solvates, where the presence of a solvent during crystallization is
necessary for its inclusion in the crystal lattice. In some cases different anhydrous,
unsolvated solid forms may be obtained at will, depending on the solvent of
crystallization. Interactions between solute and solvent can affect the nature of
the solute aggregation which leads to seed formation, and thus can control the
crystallization process.

The production of various solid forms using the solvent methods described
above may be illustrated by an investigation of the polymorphism of the anti-
inflammatory sulindac (Fig. 35) (53). The forms were obtained as outlined in
Table 11. Nonsolvated polymorph II resulted only from alcoholic solvents, sug-
gesting that hydrogen-bonding associations between sulindac and the solvent

H30/ O

]

Q CHs

COzH

Fig. 35 The structure of sulindac.
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Table 11  Production of the Solid Forms of Sulindac

Form Production method

Polymorph I Crystallization from chloroform at 5°C
Polymorph 11 Crystallization from methanol or ethanol at 5°C
Polymorph III Crystallization from chloroform at —20°C
Acetone solvate Crystallization from acetone at 5°C

Chloroform solvate Crystallization from chloroform at 25°C
Benzene solvate Crystallization from benzene at 25°C

prompt organization of polymorph II crystals. Either polymorph I, polymorph
III, or a chloroform solvate could be obtained from chloroform, depending on
the crystallization temperature.

Once samples have been obtained by various crystallization methods, each
should be analyzed by XRPD. If amorphous samples are generated, it will be
immediately obvious from their XRPD patterns (Fig. 5). Comparison of patterns
exhibiting reflections, which are indicative of crystalline material, usually allows
organization of samples into groups based on similarities.

Experience in analysis of XRPD patterns is necessary to carry out the orga-
nization process. It is important to remember that XRPD patterns which differ
in appearance do not necessarily represent different crystalline forms, since the
patterns can be greatly affected by sample size and preparation, which cause
preferred orientation. When the XRPD patterns have been organized, samples
exhibiting each of the pattern types should be analyzed by other methods, such
as DSC, TGA, IR spectroscopy, Raman spectroscopy, or solid-state NMR spec-
troscopy. The data resulting from these analyses can often be used to determine
types of solid forms represented by samples exhibiting different XRPD patterns.
It is also advisable to carry out additional analyses of several samples within an
XRPD group to check for the presence of desolvated solvates. Desolvated sol-
vates arise when loss of crystalline water or solvent is not accompanied by reorga-
nization of the crystal lattice. For example, the antibiotic dirithromycin (Fig. 36)
exists in a crystalline arrangement that can harbor six different solvents, ethanol,
1-propanol, 2-propanol, 1-butanol, acetone, and 2-butanone (54). The XRPD pat-
terns of these isomorphous solvates are nearly identical.

The data in Fig. 37 are typical of those in hand at this stage of a polymorph
screen. Two samples were generated which exhibit different XRPD patterns, and
were thus tentatively classified as pattern A (sample 1) and pattern B (sample 2)
material. The patterns could differ because of preferred orientation, as there are
no peaks in either pattern which clearly have no counterpart (intensities ignored)
in the other pattern. The thermal data in this case are very informative. Sample
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Fig. 36 The structure of dirithromycin.
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Fig. 37 XRPD, DSC, and TG data for sample 1 (top) and sample 2 (bottom) generated
during a polymorph screen.
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1 appears to contain volatile material (1.5% weight loss below 125°C by TG)
and exhibits what is likely a melt (sharp endothermic event at 120°C by DSC).
Sample 2 does not contain significant amounts of volatile components. Upon
DSC analysis, sample 2 exhibits a small endothermic event followed immediately
by an exothermic event (70°C), and finally a second endothermic event at 120°C.
The latter data suggest that sample 2 undergoes a melt and immediate crystalliza-
tion to a second form, which melts at the same temperature as does sample 1.
Although each sample ultimately melts at 120°C, sample 1 loses 1.5% weight
concurrent with the melt but sample 2 only loses 0.2%. Calculation of the weight
loss expected for a monohydrate of this material (the molecular weight is 400) is
4.3%. Based on the data in Fig. 18, the following hypotheses might be generated.

Samples 1 and 2 are different solid forms, call them forms I and II, which
exhibit XRPD patterns A and B, respectively.

Form I is a low-order hydrated or solvated form.

Form II is an anhydrous, solvent-free form.

A third form (form III) exists which melts at 120°C. The XRPD pattern
of form III has yet to be observed.

Alternatively, one might hypothesize the following.

Samples 1 and 2 are different solid forms, call them forms I and II, which
exhibit XRPD patterns A and B, respectively.

Each form is an anhydrous, solvent-free form which can sorb water or
solvent.

Form II has a higher melting point (120°C) than does form I (slightly below
70°C).

Clearly, more data are needed to distinguish the two possible situations.
However, the combination of XRPD and thermal analyses has provided an excel-
lent start, making selection of the next steps a matter of answering specific ques-
tions. For example, observation of the XRPD pattern of a sample as it is heated
could be used to determine if a third form exists which melts at 120°C.

The next step of the polymorph screening process is to collect additional
data which will allow identification and characterization of each solid form. Addi-
tional material is usually required. Attempts to scale up the production of each
type of material should first involve simply repeating the procedures, at larger
scale, that provided each material in the first place. If this is unsuccessful, other
methods of production may need to be developed.

Once sufficient material of each type is in hand, many analytical methods
can be brought to bear as needed. It is always worth the effort to attempt to
grow single crystals which are suitable for X-ray structure determination, as this
technique gives an unequivocal picture of the solid form. Waters or solvents of
crystallization, as well as the number of independent conformations of the drug
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substance, are revealed by this method. However, it must be realized that only
one crystal is selected for analysis in an X-ray structure determination. The crys-
tallographer typically searches a batch of crystals to find one that has the best
optical properties, and that crystal may not be representative of the batch. To
understand the relationship of a single-crystal X-ray structure to the samples gen-
erated in the polymorph screen, a calculated XRPD pattern is beneficial. Since
the information in an XRPD pattern is a subset of the information obtained in a
single-crystal study, the XRPD pattern can be calculated from the single-crystal
data. A variety of computer programs are available that perform this operation,
at varying levels of sophistication. Comparison of a calculated pattern to experi-
mentally determined patterns allows unequivocal form assignment. In Fig. 38 are
shown XRPD patterns of two solid forms of a drug substance. Thermal analyses
suggested that form I was a hydrate and form II was an anhydrate. A batch of
form II material was characterized by XRPD and submitted for single-crystal X-
ray analysis, but unexpectedly, the resulting structure contained a molecule of
crystalline water. The calculated XRPD pattern clarified the situation: a crystal
of form I was chosen by the crystallographer from among a much larger number
of form II crystals, because the optical qualities of the former are always better
than those of the latter.

It is not always possible to grow single crystals which are suitable for X-
ray structure determination. In these cases spectroscopic methods can provide
information critical to form characterization. Spectroscopic analysis of samples
should be carried out on solid material that has been altered as little as possible.
For example, an IR spectrum acquired in the diffuse reflectance mode is prefera-
ble to a transmission spectrum for which the sample was prepared as a mull or
KBr disk. It is well established that solid-form interconversions can occur under
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Fig. 38 Experimentally determined XRPD patterns for hydrated form I and anhydrous
form II are compared to the pattern calculated from single-crystal X-ray data obtained
from a crystal selected from a batch of form II material.
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the pressures induced by either of these sample preparation techniques. In our
laboratories, vibrational and NMR spectroscopic methods are used routinely. Wa-
ter or solvents of crystallization are often detectable by either method. In addition,
the environments around atoms are locked in a crystal and differ among different
crystal forms. Thus, a given bond can vibrate at different frequencies or a given
atom can resonate at different frequencies from one solid form to another. Some-
times spectroscopy can differentiate solid forms more clearly than XRPD.

More specialized techniques are often useful in form characterization. For
example, TG—infrared spectroscopy or TG-mass spectroscopy combinations
allow identification of volatile materials, making hydrate or solvate identification
easier. Variable-temperature and variable-humidity sample chambers on XRPD
or vibrational spectroscopy instruments provide the ability to watch crystal form
changes associated with changing conditions. The decision to use such methods
depends on the characteristics of the particular drug substance under study.

At this stage in the polymorph screen, enough data should be available
to sort out the number and nature of solid forms obtained from crystallization
experiments. As part of the characterization process, and to continue attempts
to generate new forms, hot-stage microscopic and moisture sorption/desorption
analyses should be carried out.

Hot-stage microscopy is the easiest way to determine if a substance sub-
limes. It has been estimated that two-thirds of all organic compounds sublime
(7), and sublimation is a viable method for sample production in polymorph
screening (52). Polymorphic forms may be missed in a typical screen without
resorting to HSM. For example, a sample obtained by crystallization from solvent
exhibited two endothermic events (at 160 and 180°C) by DSC analysis (Fig. 39).
On initial HSM examination of bulk crystalline material no change was observed
at 160°C, but the event at 180°C was shown to be melting. Cooling of the HSM
sample afforded a crystalline film which, reheated on the hot stage, revealed a
solid—solid transition at about 160°C. The transition was observed as a change
in birefringence colors under crossed polarizers, and was found to be spontaneous
and rapid in both directions. Variable-temperature XRPD analysis was then used
to confirm that different crystalline forms existed above and below the transition
temperature (Fig. 39). Without HSM analysis, the existence of the high-tempera-
ture solid form might have gone undetected.

Evaluation of drug substance by moisture sorption/desorption is a conve-
nient method to search for hydrated forms. Formation of a hydrate is often accom-
panied by a well-defined weight gain, the magnitude of which is indicative of
the order of the hydrate (that is, the molar ratio of water to drug substance). Some
drug substances form multiple hydrates, all of which can sometimes be identified
from the moisture sorption isotherm. For example, the sugar raffinose exists in
several hydrated forms. The stepwise conversion of the trihydrate to the pentahy-
drate is clear from the sorption isotherm at 30°C (Fig. 40) (55). Information about
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Fig. 39 XRPD patterns obtained before (left) and after (right) a solid-state phase transi-
tion (seen as the endothermic peak at 160°C in the DSC trace above).

the stability of both hydrated and anhydrous forms is also derivable from moisture
sorption/desorption analysis.

The effects of pressure on a drug substance should be investigated as part
of any polymorph screen. Common processing operations, such as milling, can
cause solid form transformations. Sometimes grinding can be used to generate
amorphous material, as noted above for permethylated B-cyclodextrin (Fig. 32)
(44) and ursodeoxycholic acid (Fig. 33) (45). It is also possible to bring about
crystalline form changes by grinding, including generation of a metastable form
from a stable form in certain cases. In an interesting example, grinding of the
antineoplastic cyclophosphamide monohydrate (Fig. 41) results in dehydration.
Loss of the water occurs without a significant change in the crystal lattice, af-
fording a metastable, anhydrous crystal form which undergoes a solid-state trans-
formation to a more stable polymorph (56).

Having generated multiple solid samples and analyzed them using multiple
techniques, enough data should be available to define the solid behavior of the
drug substance. Initial XRPD pattern groups can be reorganized into a set of
solid forms, each of which is known to be unique and is well characterized. At
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Fig. 40 Moisture sorption isotherm at 30°C showing the conversion of raffinose trihy-
drate to pentahydrate. This graph was constructed using data from Ref. 22.
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Fig. 41 The structure of cyclophosphamide monohydrate.
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this point the screening process is completed, but evaluation of relative properties
remains to be done (see below).

Perhaps the most important guidelines to remember in polymorph screening
are to (a) generate as many samples as possible and (b) utilize multiple analytical
techniques. The latter is critical in our view: be aware that sometimes people
who develop an expertise in a single analytical technique tend to oversell its
capabilities. Assembling all of the data typically acquired during a polymorph
screen into a coherent description of the drug substance is often challenging and,
like any endeavor, made more efficient by experience. It must also be stressed
again that a polymorph screen, no matter how extensive, cannot guarantee that
a new polymorphic form will not appear in the future.

C. Property Evaluation

When the various solid forms exhibited by a drug substance have been found
and characterized, important properties of each form should be determined and
compared. Some properties, such as melting point and hygroscopicity, will have
been obtained in the form characterization process. Investigations of other proper-
ties will require directed research efforts. We will limit our discussion to selected
properties that reflect internal arrangement (thermodynamic stability, solubility,
and dissolution rate), and will not cover bulk properties which may be greatly
affected by both solid form and particle morphology (flowability, particle
size, etc.).

Knowing the relative thermodynamic stability of drug substance forms is
essential to form selection. As in any chemical transformation, the conversion
of one solid form to another is dependent on the relative free energies of the forms
as well as the energetic barrier to conversion. Under a given set of conditions, the
relative thermodynamic stabilities (free energies) of a set of forms is fixed. Any
metastable forms will convert, at some rate, to the most stable form. The conver-
sion rates depend on a number of factors and may be so slow as to be negligible,
as illustrated by the stability of diamond, which is a metastable form of carbon
under ambient conditions. However, choice of a metastable drug substance form
for development must be made with the realization that transformation will occur
if a low-energy pathway presents itself.

It is advisable to determine which of many solid forms is the most stable.
Relative stability orders can be established either qualitatively or quantitatively.
The thermodynamic relationship of forms is valid only at the temperature and
pressure conditions under which the experiments were carried out. Stability or-
ders may differ under different conditions. Since typical processing and storage
conditions are more likely to vary in temperature rather than pressure, it is impor-
tant to understand the thermodynamic relationships of forms over a range of
temperatures.
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In general, two energetic relationships are possible between two solid forms
of the same drug substance at various temperatures. The first is monotropic, in
which the free energies of each form remain constant up to the melting point.
The second is enantiotropic, in which there is a reverse in relative stabilities at
some temperature below the melting point. The easiest way to visualize these
relationships is with energy—temperature diagrams, as shown in Fig. 42. These
are plots of energy versus temperature for hypothetical solid forms (1) and (2),
in which both enthalpies (H) and free energies (G) are shown. The enthalpic
relationship of (1), (2), and the liquid compound remain unchanged from 0 K to
the melting points; AH, < AH, < AH;. However, since the entropic contribution
to free energy is temperature-dependent (AG = AH — Ty, AS), the free-energy
relationships may vary.

In the monotropic system (Fig. 42, upper diagram) the free energy of (1)
remains less than the free energy of (2) at all temperatures. Where the free-energy
curves cross the free-energy curve of the liquid defines the melting points (mp,
and mp,). The heats of fusion are represented by the distance between the solid
and liquid enthalpy curves at the melting points (AH;, and AH},). Notice in the
monotropic system that the more stable solid form (1) has the higher melting
point and the higher heat of fusion.

The enantiotropic system is more complex (Fig. 42, lower diagram). The
relative free energies of (1) and (2) reverse at some temperature below the
melting points, which is called the transition temperature (7). The heat of transi-
tion (AHry,) is given by the distance between the enthalpy curves of (1) and (2)
at Tr. Again, the intersection of the free-energy curves of the solids and the
liquid define the melting points. In this case, however, (1) has the lower melting
point and the higher heat of fusion, since it is the less stable at its melting tempera-
ture.

Various types of data may be used to understand energetic relationships.
The Burger-Ramburger rules are useful in this regard if the appropriate informa-
tion is available (57,58). Three of these are summarized in Table 12. Melting
points and heats of fusion and transition may be obtained from DSC data if the
compound is well behaved (does not decompose at its melting point, for exam-
ple). Densities are easily derived from structures established by single-crystal X-
ray analysis, or may be determined experimentally. Solubility measurements can
also provide information necessary to construct an energy—temperature diagram.
Relative free energies are reflected in equilibrium solubilities; the more stable
solid is the less soluble. A description of the application of thermal, density,
and solubility measurements to energy—temperature diagram construction was
published (59).

It is important to remember that the energy—temperature relationships dis-
cussed above are thermodynamic only. Metastable forms may readily convert to
a more stable form in the solid state (Fig. 39) or may never convert on the human
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Table 12 Three Burger-Ramburger Rules (57,58)

Rule Description

Heat of transition rule If an endothermic transition is observed at some temperature
below the melting point, it may be assumed that there are
two forms related enantiotropically.

If an exothermic transition is observed below the melting
point, it may be assumed that there are two forms related
monotropically or the transition temperature is higher.

Heat of fusion rule If the higher-melting form has the lower heat of fusion, the
two forms are usually enantiotropic; otherwise they are
monotropic.

Density rule If one form has a lower density than another, the first may be

assumed to be less stable at absolute zero.

time scale (diamond). The mechanisms of polymorphic transformations have
been reviewed (60).

Understanding of the free-energy relationships of various solid forms can
be important for various reasons. It is sometimes desirable to select a metastable,
even amorphous, form of a drug substance for development, as such forms can
offer bioavailability advantages. As mentioned above, this approach should be
taken only with the realization that transformation to a more stable form will
occur if a low-energy pathway presents itself. This pathway could be provided
by relatively routine operations such as milling during processing or storage of
drug product in a high-humidity environment. Certain formulations are more
risky in this regard than others. Suspension formulations, for example, offer the
opportunity for slurry interconversions to occur.

Enantiotropic systems whose transition temperatures fall within normal
processing temperature ranges must be characterized in order to develop robust
crystallization methods. The crystallization of a substance above its transition
temperature can afford a form that is metastable under ambient conditions. Re-
gardless of which form is desired, knowing the transition temperature is critical
to planning the crystallization.

The properties of solubility and dissolution rate are key to the form selec-
tion process. Solubility in this discussion refers to equilibrium solubility, which
is important to both process development and formulation activities. The rate of
dissolution of drug substance in physiological media often correlates to the rate
of attainment of therapeutic blood levels after administration of solid drug prod-
uct. In such cases the appropriate choice of form is critical to product efficacy.

Equilibrium solubility is most easily determined by agitating a mixture of
solid drug substance and solvent until equilibrium is reached, and then measuring
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the concentration of drug substance in solution. Any number of standard methods
can be used to determine the concentration (high-performance liquid chromatog-
raphy, ultraviolet/visible spectrophotometry, or simply evaporation of the solvent
and weighing of the residue, for example).

The application of solubility measurements to crystallization method devel-
opment is illustrated by the data shown in Fig. 43. Solubility curves were deter-
mined for two polymorphic forms of a drug substance, stable form 1 and metasta-
ble form 2. As expected, the stable form was the least soluble. A supersaturation
limit curve was also determined for the drug substance. Either form could be
reproducibly crystallized from a solution of drug substance in water by seeding
while in a concentration/temperature regime below the supersaturation limit. For
example, consider a 50-mg/mL solution. At 70°C this solution is supersaturated
with respect to form 1 but not form 2, so seeding with form 1 and cooling at a
slow enough rate to avoid primary nucleation afforded form 1 only. At 50°C a
solution at the same concentration is supersaturated with respect to both forms;
seeding with form 2, cooling as quickly as possible, and rapid harvest of the
crystal crop afforded form 2 only.

Dissolution rates are typically determined by measuring the concentration
of drug substance in a dissolution medium at various times. For comparison of
solid-form dissolution rates, the experiments should be carried out with excess
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Fig. 43 Equilibrium solubility curves for stable form 1 (lower), metastable form 2 (mid-
dle), and the supersaturation curve (upper) for a drug substance in water. Either form
could be reproducibly obtained by adding the appropriate seeds to a solution of 50 mg/
mL of drug substance in water at the appropriate temperature, 70°C for form 1 and 50°C
for form 2. Dissolution rates for these same forms are shown in Fig. 44.
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solid of the appropriate form present throughout. If the goal is to relate dissolution
rate to bioavailability, the medium should be aqueous-based. However, any me-
dium providing a measurable rate may be used if, for example, relative thermody-
namic stabilities are desired.

It is important to realize that particle size can have a dramatic effect on
dissolution rates obtained using powders. Smaller particles, having a greater sur-
face area, dissolve faster than larger ones. It is usually an acceptable practice to
use powders for rate experiments as long as each sample is sieved to a common
particle-size range. An advantage to this method is that dissolution rate and equi-
librium solubility information can be obtained in a single experiment by analyz-
ing samples until the concentration reaches a constant value. In some cases, how-
ever, different solid forms crystallize to give inherently different particle sizes.
In such situations intrinsic dissolution measurements are called for. An intrinsic
dissolution experiment involves compression of each sample into a tablet, which
is retained in a specialized apparatus such that only one face of the tablet is
exposed. The apparatus containing the tablet is then placed in the dissolution
medium, allowing control of the exposed surface area of each sample. In this
way dissolution rates of different solid forms can be obtained which are compara-
ble without consideration of particle size effects. Remember when using the in-
trinsic dissolution method that crystal form changes can occur under pressure,
so preface the dissolution experiment with analyses of solid before and after tablet
formation.
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Fig. 44 Dissolution rate curves for stable form 1 and metastable form 2 for a drug
substance in water at approximately 25°C. Equilibrium solubilities for these same forms
are shown in Fig. 43.



54 Newman and Stahly

An example of typical dissolution rate results is shown in Fig. 44. Stable
form 1 and metastable form 2 are the same as those whose solubilities are plotted
in Fig. 43. The data shown in Fig. 44 were obtained using sieved powders at
approximately 25°C. Each form dissolves rapidly to a concentration just over 7
mg/mL, which is the equilibrium solubility of form 1. Form 2 continues to dis-
solve until it reaches its equilibrium concentration of just over 11 mg/mL. Based
on the data in Figs. 43 and 44, one might decide to develop metastable form 2
into drug product because it is obtainable at will and it rapidly dissolves to give
a higher concentration (compared to form 1) of drug substance in water. Of
course, form 2 would have to be kinetically stable relative to conversion to the
thermodynamically favored form 1 during processing and storage in drug
product.

V. CONCLUSIONS

Selection of the appropriate solid form of a drug substance is critical to the stabil-
ity and efficacy of the final drug product. Investigations necessary to make a
rational solid form selection should be carried out as early in the drug develop-
ment process as possible in order to (a) provide critical information to manufac-
turing and formulation development activities and (b) avoid having to change
drug substance form late in the drug development process.

Drug substance solid form selection can be approached in a rational man-
ner. The process consists primarily of salt selection and polymorph screening,
both of which involve preparation and property evaluation of many samples. It
is critical that multiple analytical techniques be employed during this work. The
amount of information that needs to be collected is large, and evaluation of it
requires experience and flexibility.
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Preparation of Drug Samples
for Analysis

David E. Nadig
The R. W. Johnson Pharmaceutical Research Institute,
Raritan, New Jersey

. INTRODUCTION

In this chapter the topic is the techniques for preparing pharmaceutical samples
for analysis. Sample preparation of pharmaceutical products as well as biological
samples is discussed. The scope of this chapter includes only sample preparation
for chromatographic analysis in which the chromatographic system, not the sam-
ple preparation, achieves the ultimate isolation of the analyte. Isolation and puri-
fication of relatively pure substances for spectral analysis, e.g., infrared spectros-
copy, nuclear magnetic resonance, and mass spectrometry, will be discussed
elsewhere. This chapter is organized into three groups of discussions.

The first part of the chapter reviews some types of samples that a pharma-
ceutical analytical chemist would address. The second part deals with some fun-
damental chemical principles that are critical to the development of rugged sam-
ple preparation methods. The third part contains detailed discussions of specific
techniques that a pharmaceutical analytical chemist should have in his or her
arsenal. Each discussion will attempt to provide some practical examples of the
technique as well as how the technique would fit into the overall analytical
strategy.

The most common pharmaceutical analysis is the quantitative measurement
of the active ingredient and related compounds in the pharmaceutical product.
These determinations require the highest accuracy, precision, and reliability be-
cause of the intended use of the data: manufacturing control, stability evaluation,
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and shelf-life prediction. Determination of drugs and their metabolites in biologi-
cal samples, generally plasma or urine, is important in elucidation of drug metab-
olism pathways as well as comparing bioavailability of different formulas.

. PHARMACEUTICAL SAMPLES

Table 1 lists types of samples that are typically found in the pharmaceutical ana-
Iytical chemistry lab. Different dosage forms and sample types represent different
types of chemical mixtures and offer a different set of sample preparation prob-
lems. Pharmaceuticals are necessarily formulated as chemical mixtures to achieve
the desired physiological effect. The purposes of inactive ingredients are varied:
see Table 2.

The presence of the inactive ingredients is an important consideration when
developing sample preparation methods. The product of the sample preparation
steps must produce a solution with the following properties:

1. The analyte concentration is in the measurable range of the instrument.

2. The purity complements the chromatographic system.
3. The recovery is quantitative or reproducible from sample to sample.
4. The analyte is stable until the sample is analyzed.
5. The sample is compatible with the chromatographic system.
A. BRange

The instrumental method must be developed before the sample preparation
method. The concentration of the prepared sample must be within the working
concentration range of the instrumental method. This will determine the volume
of dilution for the sample; if the sample is too dilute, then the sample must be

Table 1 Types of Pharmaceutical Samples

Sample type Explanation

Plasma sample Metabolism or bioavailability
Tablet, capsule Solid mixture

Packaging material, rubber gasket, bottle Solid mixture

Transdermal patch, topical gel Semisolid solution

Elixir Solution

Aerosol Solid in gas

Oral suspension, topical lotion Solid suspended in liquid or

Oral suspension, topical cream liquid-liquid suspension (emulsion)

Candy lozenge Solid—Solid suspension
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Table 2 Pharmaceutical Excipients

Excipient Function

Starch Dilution, improve compressibility
characteristics

Antioxidants Stability

Salts of glycolated starch Tablet disintegration

Natural or artificial flavors, sweeteners Improve taste

Gelatin Contain drug, improve swallowability

Oils Plasticizer

Carbohydrate or acrylic polymers Delay or sustain release

Alcohol Solubility

Magnesium stearate Granulation flow improvement

concentrated using an appropriate sample preparation technique. For example,
trace analysis methods often include a step to evaporate the sample dissolved in
an organic solvent, with subsequent reconstitution in a smaller volume.

B. Selectivity

The sample preparation method must not only deliver a measurable amount of
sample but the compounds accompanying the analyte must not interfere with the
analysis. As an illustration, consider a gravimetric assay in which the detection
step has no discriminating power and the sample preparation provides all of the
specificity. In contrast, an enzyme assay can be performed on a very complex
sample without any sample preparation or isolation of the analyte, because the
changes in substrate concentration can be linked directly to the activity of the
enzyme.

Similarly, the sample preparation must be complementary to the instrumen-
tal method. Chen and Pollack (1) compared four sample preparation techniques
for a capillary electrophoresis assay of a peptide in human plasma. Table 3 is a

Table 3 Comparison of Sample Preparation Techniques for
Biological Samples (1)

Preparation Recovery Clean-up
Ultrafiltration Poor Good
Microcentrifuge Poor Poor
Protein precipitation (acetonitrile) Excellent Poor

Solid-phase extraction Excellent Poor
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summary of Chen and Pollack’s observations of all four sample preparations
and is an excellent example of the method development process. None of the
investigated techniques alone satisfied both sample clean-up and analyte recovery
criteria. The authors decided to combine the two techniques that offered excellent
recovery, acetonitrile deproteination followed by solid-phase extraction. This
combination offered a complement of selectivity that provided for adequate sam-
ple clean-up by removing the compounds that interfered with the instrumental
method.

C. Recovery

The recovery of a sample preparation must be assessed, because the recovery
determines the accuracy of the analysis. For drug substance and drug product
analysis, recovery of 100% is generally required to maintain required levels of
accuracy and precision. For biological samples, less than quantitative recovery
is generally acceptable if the recovery is reproducible.

D. Stability

After the sample is prepared and is awaiting instrumental analysis, the analyte
must be stable for a reasonable amount of time. If necessary, the sample may
require one additional step, such as pH adjustment. This is particularly important
for trace impurity or degradant methods. If the method is used to report degrad-
ants, then the sample must resist degradation so that the method can discriminate
between degradation of the test solution and degradation of the test article.

E. Compatibility with the Instrumental Method

The first concern in the selection of the sample preparation solvent is to optimize
recovery. However, a secondary consideration is the sample solvent’s effect on
the analysis. This is true whether the analytical technique is ultraviolet spectros-
copy (UV), high-performance liquid chromatography (HPLC), or gas chromatog-
raphy (GC). The method development sequence can be described as: (a) develop-
ment of the chromatographic separation, (b) development of the sample
preparation method, and then (c) evaluation and optimization of the interaction
of the sample preparation with the instrumental method.

For UV analyses, the sample and the calibration standard must be dissolved
in the same solvent to eliminate solvent effects on the UV absorbance. The sample
and standard must also have similar pH. For many organic compounds, the UV
absorbance maximum undergoes major shifts depending on the solvent and pH
conditions. When the UV spectrum shifts to longer wavelengths it is termed a
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bathochromic shift, and likewise when the maximum shifts to shorter wave-
lengths it is termed a hypsochromic shift.

This solvent effect has also been attributed to errors in HPLC analysis, in
which the sample solvent used for injection can alter the analyte’s absorptivity
enough to alter the accuracy of the analysis (2), although there is disagreement
over the mechanism of this error (3). This problem can occur only if the slug of
injection solvent has not dissipated prior to the analyte reaching the UV detector.
Although this can be controlled by using identical solvents for calibration and
measurement, it is better to keep the HPLC sample stream consistent throughout
the analysis by dissolving the sample in a mobile phase or by designing a long
enough HPLC separation so that the analyte is dissolved in the mobile phase
when it reaches the detector. For reasons of solubility or stability, it sometimes
is not possible to use the mobile phase as the injection solvent.

A larger concern in selection of HPLC injection solvent is chromatographic
effects. Distortion of chromatographic peaks caused by the sample solvent is a
well-known phenomenon in most method development laboratories and has been
reported extensively (2,4,8,9). It is easily demonstrated by injection of a large
volume of analyte dissolved in a strong solvent, e.g., acetonitrile for a reversed-
phase system. Unless the mobile phase itself is almost all organic in composition,
the analyte peak shape will be sharper when dissolved in the mobile phase than
when dissolved in the strong solvent. The same effect is observed in a normal-
phase system when the injection solvent is too strong (4). This effect results in
changes in retention volume as well as in peak distortion such as tailing, fronting,
and splitting (5,6).

Ng and Ng (4) have designed a computer simulation to model this HPLC
chromatographic effect. According to this model, the sample enters the column
as ‘‘slug’” or “‘slice’” and peak shapes can be calculated from retention data of
the solute in the mobile phase and retention data of the solute if the sample
solvent is used as mobile phase. If there is a large difference in solvent strength
between the mobile phase and the sample solvent, then the peak will be asymmet-
rical. This simulation also proposes two other significant factors: injection vol-
ume and retention volume. A larger injection volume provides for longer slices
of injection solvent, thus the solute will spend more time in the sample solvent
before it exchanges to the mobile phase. If the retention volume is small, the
solute will spend less time in the mobile phase relative to the time it spends in
the sample volume. Dolan recommended that HPLC injections be made with
sample solvents of mobile phase or a solvent that is one-half that of the mobile-
phase solvent strength (7). Use of a sample solvent that is weaker is generally
acceptable because the sample will lag behind only until the stronger mobile
phase behind the solute reaches it, and then the separation will continue as designed.

Published examples include mostly cases where differences in organic sol-
vent concentration and ionic strength (8,9) accounted for HPLC injection effects.
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Ionic strength is particularly important for ion-exchange HPLC methods. Other
factors affecting mobile phase, such as pH, must also be controlled. If the injected
sample overwhelms the buffering capacity, then retention behavior will be af-
fected if it is dependent on pH.

Injection effects may be minimized by dissolving the sample in a weak
solvent; however, even in the absence of injection solvent effects, the volume of
injection should be optimized depending on the goals and objectives of the assay.
Bristow (10) recommends an injection volume less than one-tenth of the peak
volume to maintain resolution and injection volume up to one-fourth of the peak
volume if sensitivity concerns override resolution concerns. The peak volume is
the volume of mobile phase that contains the peak at the detector (product of flow
rate in volume per minute and peak width in minutes). If the solute’s retention is
increased, the peak is broadened, then the injection volume may be increased
(10). This is consistant with the model developed by Ng and Ng (4).

Sample solvent effects on gas chromatographic analyses involve a very
different set of considerations. For capillary GC, the effect of the injection solvent
has been shown to affect injection precision caused by the expansion volume of
the vaporized injection solvent. If the solvent evaporates too fast to a volume
larger than the injector volume, then the rapid pressure increase in the injector
can cause the sample to leak out through the septum, leading to poor injection
precision (11,12). Different solvents have different expansion volumes and
expansion rates, therefore proper solvent selection can overcome this problem.
Other solutions are smaller injection volume, slower injection speed, or lower
injector temperature (11).

F. Pharmaceutical Solids

The most reliable solid sample preparation is to completely dissolve the entire
sample because the opportunities for recovery loss are minimized. This is possible
for the analysis of drug substance samples for potency or impurities. However,
drug products such as tablets or capsules are solid mixtures that may be formu-
lated with insoluble excipients such as polymers, silicas, and starches, requiring
a liquid—solid sample preparation. The dissolution of a drug in this situation
requires that a solution be made in the presence of undissolved solids. At other
times it is desired to leave behind solids to prevent interference with the chro-
matographic analysis. In these situations the resulting sample is not a clear solu-
tion, so the solvent must be chosen to maximize recovery. Poor recovery can be
the result of undissolved analyte or analyte that is adsorbed or entrapped by the
solids. Adsorption can be reduced by adjustment of sample pH or solvent concen-
tration, depending on the nature of the interaction. Analyte entrapment can occur
if the test article was manufactured with the matrix in the liquid state or for a
residual solvent loosely included in the drug’s crystal lattice (13,14). For residual
solvent methods, it is best to completely dissolve the matrix to access the analyte
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(11). It is often possible to find a solvent which dissolves both the matrix and
the analyte; however, if this is not possible, a liquid—liquid extraction subsequent
to dissolution of the matrix may be necessary (14).

A typical sample preparation method for a solid dose is to add the sample
or a triturated dose to a suitable solvent. Dissolution of the compounds of interest
can be accelerated by stirring, shaking, or sonication. These methods allow the
precise control of volume and temperature. Soxhlet extractors (see Section V.A)
are designed for liquid—solid extraction, but are rarely used.

Many recovery problems such as entrapment or adsorption are not revealed
by the typical standard addition experiments because they may be a result of
the manufacturing process. To assess the recovery, ruggedness experiments are
required in which critical sample preparation parameters such as pH, solvent
composition, or extraction time are varied. Alternatively, recovery can be com-
pared to a second method, such as soxhlet extraction.

Automation of sample preparation of pharmaceutical solids has been quite
successful. A variety of instrumentation is commercially available from several
vendors. The instruments are capable of handling a dosage form, placing it into
a vessel, adding solvent, and mechanically homogenizing the sample until the
analyte is dissolved. Typically, the instrument can then dilute to the desired con-
centration. Some models are also capable of transferring the prepared solution
to a HPLC injector or an ultraviolet spectrophotometer for measurement. These
instruments use accurate balances to control the accuracy of solvent additions
and dilutions.

G. Pharmaceutical Liquids

Pharmaceutical liquids require very minimal sample preparation: they can be
injected directly, diluted in mobile phase or other suitable diluent, or extracted
into an organic solvent. A diluent is chosen to maintain solubility of the analyte
as well as compatibility with the chromatographic system. Pharmaceutical sus-
pensions must be pretreated to dissolve the drug prior to analysis. Another liquid
dosage form is an emulsion, in which the liquid is suspended in a second immisci-
ble liquid such as polydimethylsilicone. The sample preparation must break the
emulsion. In the analysis of a polydimethylsilicone suspension, a liquid—liquid
extraction is generally used to break the emulsion and prepare the sample for
simethicone measurement.

H. Biological Samples

Biological samples represent a very different set of challenging analytical prob-
lems. The concentration of the drug is generally very low, micrograms per millili-
ter or less, and the matrix is very complex. Additionally, the drug is often bound
by protein or even covalently conjugated to form a more water-soluble metabo-
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lite. These problems require special techniques, many times in series. The individ-
ual techniques are discussed below. Wong has also reviewed many of the tech-
niques used for analysis of biological samples (15).

Many of the more complex sample preparation techniques are used for
analysis of biological samples. Liquid—liquid (16) or solid-phase extraction (17)
are often used to isolate the compound from the sample, and sometimes it is
necessary to apply both techniques in sequence to achieve adequate clean-up
(18). Some plasma samples can be analyzed after a quick treatment to remove
the protein (67).

lll. FUNDAMENTAL THEORIES CONTROLLING
PREPARATION TECHNIQUES

Before we begin the discussion of specific sample preparation techniques, it is
necessary to review some of the fundamental theories that control these separa-
tion techniques (see Table 4). Phase equilibrium theories, phase contact, and
countercurrent distributions provide the basis for the extraction techniques, e.g.,
liquid—liquid extractions as well as the various solid-phase extraction techniques.
Solubility theories provide the basis for the preparation and dissolution of solid
samples. Finally, understanding of the basic physicochemical theories that control
intermolecular interactions is critical for successful development of sample prepa-
ration methods.

A. Physicochemical Interactions

Several types of intermolecular physicochemical interactions are critical to the
development of sample preparation methods. For the purpose of discussing sam-
ple preparation techniques, the interactions can be divided into four types: ionic,
dipole—dipole, hydrogen bonding, and hydrophobic interactions.

Ionic interactions are interactions of two charged species of opposite
charge. Examples of sample preparation techniques using ionic interactions are
ion-exchange or ion-pairing chromatography. The strength of these interactions
depends on the ionic concentration of the solutions. As the ionic strength in-
creases, the charge—charge interaction decreases. The presence of competing
charged species (high ionic strength) results in weaker attractions of the species
of interest. The pH of the solution plays a critical role, since most charged phar-
maceutical compounds are weak acids or bases that can be neutralized by the
addition of base or acid, respectively.

Dipole—dipole interactions occur when partial charges due to two separate
dipoles of opposite charge come together, such as the adsorption of a solute onto
the stationary phase in normal-phase chromatography. Hydrogen bonding occurs
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when a hydrogen of one molecule interacts with an electronegative dipole of
another molecule or functional group. Hydrogen-bonding interactions behave
similarly to dipole interactions. These forces are very dependent on the amount
of water present and the polarity of the solvent. The strength is maximized in
nonpolar solvents. Dipole—dipole interactions can affect recovery if the analyte
adsorbs onto an undissolved solid in a solid—liquid sample preparation.

Hydrophobic interactions are important in liquid—liquid extractions as well
as in reversed-phase chromatography. This interaction is driven entropically by
the exclusion of water from the nonpolar species: the inclusion of water in a
nonpolar phase requires the molecular ordering of the water.

B. Solubility

To prepare solid samples for analysis, information about the solubility of the
analyte must be collected. The solubility of a solute is the concentration of the
solute when it is at equilibrium with the solid substance, that is, the solution is
saturated. For the preparation of a solid drug substance or product, the final drug
concentration should be considerably less than the drug’s solubility, to assure
reliable recovery from day to day.

Many factors affect solubility and must be considered. For example, pH,
ionic strength, and temperature can significantly affect solubility. For example,
the aqueous solubility of a carboxylic acid can be orders of magnitude higher at
a pH above the pK, than below the pK,. This is due simply to changes in the
polarity of the molecule. Conversely, the solubility of weak bases such as amines
is higher when the pH is below the pK, of the base. For aqueous sample prepara-
tions, addition of a water-miscible solvent such as acetonitrile or alcohol can be
used to enhance solubility. For example, the solubility of acetaminophen in water
is approximately 11 mg/mL, but the solubility is doubled by adding 2% ethanol
(19).

For methods to measure trace impurity, the sample can be saturated with
respect to the active ingredient because the solubility of the impurity is indepen-
dent of the solubility of the drug. This technique, sometimes called the ‘‘swish
technique,”” allows for the use of small diluent volume and is an excellent tech-
nique for analysis of traces impurities such as degradants or residual solvents.
However, recovery experiments are critical to demonstrate that the analyte is not
adsorbed or entrapped by the solid drug.

C. Phase Equilibrium

Phase equilibrium theory is the fundamental basis for many of the separations
techniques used for sample preparation, including liquid—liquid extraction, solid-
phase extraction, solid-phase microextraction, and HPLC.
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When a solute X is exposed to two immiscible phases, the partition equilib-
rium can be described by the following equation:

X1 :X2

and the partition coefficient is defined as follows:

_ X1,
X1,

r
where
K, = partition coefficient

X, = concentration of X in phase 1
X, = concentration of X in phase 2

The partition coefficient is a very useful concept for understanding phase equilib-
rium theory and for developing analytical methods; however, partition coeffi-
cients are prone to so many contemporaneous variables, they cannot be cataloged
and indexed. This becomes clear when we look at the derivation of the partition
coefficient equation. For the partitioning process, the free-energy change is de-
scribed as

AG = AG, + RT In(aX,) — RT In(aX,)
where

AG = free-energy change
AG, = standard free-energy change
R = gas constant
T = temperature
aX, = activity of X in phase 1
aX, = activity of X in phase 2

at equilibrium, AG = 0, so the equation can be simplified:

AGy = —RT In (&)
(axy)
_(aX) _ , _AG
(aX.) RT

Thus the constant K, is determined by the temperature and AG,. Furthermore,
AG, for a liquid-liquid extraction is influenced by many other variables, such
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as pH, temperature, ionic strength of the aqueous phase, and the volumes of the
two phases. Therefore, method development efforts must include identification
and control of these critical variables that will influence the extraction. It should
also be noted that for very high concentrations of two solvents that are not com-
pletely immiscible, the partition model is not valid, although many of the same
concepts apply.

IV. VALIDATION

Sample preparation is often the most complex development step in a pharmaceuti-
cal analysis. The objective of sample preparation is to reproducibly provide 100%
of the analyte in a solution that is ready for analysis. The objective of the valida-
tion experiments is to determine if the method is suitable for its intended purpose
by running the method and comparing the results to predetermined criteria which
will assess accuracy, precision, linearity, specificity, range, and ruggedness. Vali-
dation experiments and criteria are periodically suggested by regulatory authori-
ties such as the U.S. Food and Drug Administration, the International Committee
on Harmonization and the U.S. Pharmacopeia for drug substance and drug sub-
stance methods (20-22), as well as bioanalytical methods (23,24). Sample prepa-
ration is a critical part of the analytical method validation.

Validation of accuracy is done by applying the method to samples for which
the amount of analyte is known. This can be done using a series of samples
where the analyte is added to a pharmaceutical placebo or to blank plasma. Some
manufacturing processes, such as wet granulation, can alter the physical form of
the drug product, thus affecting sample preparation effectiveness. In this case it is
difficult to validate the accuracy of the method using spiked placebo experiments,
because recovery of the analyte from a spiked placebo experiment may not be
representative of recovery of an analyte from a manufactured product. Con-
versely, preparing the product using the manufacturing process cannot provide
samples with sufficiently reliable drug content to validate a method. Since it is
not possible to validate the sample preparation procedure, the method develop-
ment should include some robustness experiments which test the sample prepara-
tion variables. For example, mixing-time studies should be performed in which
the time is increased until recovery is maximized.

Validation of bioanalytical methods requires experiments to assess accu-
racy, precision, limit of detection, limit of quantitation, range, linearity, selectiv-
ity, and sample stability (23). The sample preparation step has a great impact on
all these parameters. The extraction efficiency must be experimentally determined
by comparison of extracted samples to unextracted standards (24,25). The unex-
tracted standards, because of interference, must be diluted in saline or the mobile
phase rather than plasma.
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V. SPECIFIC SAMPLE PREPARATION TECHNIQUES
A. Soxhlet Extraction

A classical liquid—solid sample preparation technique is Soxhlet extraction. The
apparatus consists of a pot of extracting solvent which is refluxed to provide
fresh hot solvent to drip through the solid sample. Solubility is maximized by
using the clean hot solvent for dissolution. The sample is contained in a porous
thimble held between the solvent flask and the reflux condenser. The Soxhlet
technique is not often used in routine pharmaceutical sample preparations for
two reasons: the high temperature can cause degradation which is unacceptable
for stability-indicating assays, and the technique is difficult to perform on multi-
ple samples because of time and space requirements.

B. Liquid-Liquid Extraction

Liquid-liquid extraction is generally reserved for more complex samples because
it offers poorer precision than other techniques. It is most commonly used for the
preparation of biological samples in which less precise methods can be tolerated.
Occasionally, however, an extraction is necessary for the determination of a
water-insoluble compound in a water-soluble matrix, such as the analysis of fat-
soluble vitamins in tablets or menthol in pharmaceutical lozenges. In these cases,
the water-soluble matrix must be treated with water to gain access to the analytes,
but the solvent cannot be made sufficiently nonpolar to dissolve the analytes by
adding a water-miscible solvent.

As discussed previously, in partitioning systems, there are some critical
parameters that must be controlled. Selectivity and recovery can be manipulated
by solvent selection (see Table 5). For ionizable drugs, the pH must be controlled
to optimize the recovery. Generally, when the drug is in the ionized form, it is
more soluble in the aqueous phase. Likewise, when the drug is in the uncharged
state, it will generally partition into the organic layer, which is often exploited
in sample clean-up steps called back-extractions. After the analyte is transferred
to the organic solvent, a back-extraction technique can be used to take the sample
back to an aqueous phase by adjusting the pH of the aqueous phase. By using
sequential extractions and back-extractions, a high degree of selectivity can be
achieved. However, care must be taken to maintain reproducible, high recovery.

To overcome poor extraction efficiencies, organic fraction from sequential
extractions can be pooled (26). Liquid extractions are also used for trace enrich-
ment of the analyte by evaporating the organic layer to dryness and then reconsti-
tuting into a smaller volume of mobile phase.

The addition of specific enhancers has been used to effect liquid—liquid
extractions. Valenta et al. (79) have improved the extraction of phenobarbitol by
using specific binding compounds to enhance the partition coefficient. By adding
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Table 5 Typical Liquid-Liquid
Extraction Solvents (in order of

polarity)

Dielectric
Solvent constant (78)
Water 78.54
Methyl ethyl ketone 18.5
Isobutyl alcohol 15.8
Methylene chloride 9.8
Ethyl acetate 6.02
Chloroform 4.806
Diethyl ether 4.335
Toluene 2.379
Carbon tetrachloride 2.238
Benzene 2.284
Cyclohexane 2.023
Hexane 1.890

a soluble artificial receptor to the chloroform phase, the chloroform partition coef-
ficient was improved enough to alter the liquid-phase ratios. The chloroform-to-
serum sample ratio was reduced to 1:2; without the receptor, a ratio of 10: 1 was
required to achieve the same extraction efficiency. A more simple case is the use
of the cation methylene blue to form an ion pair with alkylsulfonates (27). The
ion-pair complex is partitioned into chloroform, where the amount of the alkylsul-
fonate can be measured spectrophotometrically in the visible spectrum.

A limitation to liquid—liquid extractions is that they are very difficult to
automate. However, two approaches have been reported. Hsieh et al. reported the
automated liquid—liquid extraction of hydrochlorothiazide from plasma and urine
that simply mimics the actions of the analytical chemist (28). They made use of
a robotic system that was programmed to combine the sample, internal standard
solution, buffer, and solvent. The robot then mixed the sample, transferred the
extract to a new tube, evaporated the extract, and injected it onto an HPLC.

A different automation approach, called solvent extraction-flow injection,
was originally described by Karlberg and Thelander (29). This is a continuous-
flow technique in which the aqueous sample is injected as segments into a stream
of organic solvent. The sample flows through a series of mixing coils until the
analyte reaches equilibrium. The measurement is then done on the separated or-
ganic phase. Lucy and Yeung (30) applied improvements to the separation step
and applied it to the assay of dimenhydrinate with a precision of 2.5-4% and a
throughput of 12 samples per hour.
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C. Solid-Phase Extraction

Solid-phase extraction is a sample preparation technique that has been derived
from liquid chromatography technology and has been applied extensively to the
analysis of biological samples as well as pharmaceutical products. It is a step
gradient technique in which the analyte, dissolved in a weak solvent, is retained
on a stationary phase and subsequent additions of various moving phases of in-
creasing solvent strength results in selective and controlled elution of the interfer-
ences and analytes.

In its most common mode, a small (about 0.1-1 g) open-bed column of
octadecyl-bonded silica is used to retain an analyte from an aqueous sample while
allowing interferences to pass through. Interferences are washed from the column
using an appropriate solvent mixture such that the analyte remains on column.
The analyte is then eluted, typically using a common organic HPLC solvent such
as acetonitrile or methanol. The final eluate is then analyzed directly or exposed to
further treatment such as evaporation to concentrate the analyte or derivatization.
Alternatively, solid-phase extraction can also be used in a reverse mode, that is,
to retain (filter) an interference while passing a sample through the column. In
this case the solvent strength of the sample must be maximized with respect to
the analyte and minimized with respect to the interferences.

Solid-phase extraction is most commonly used with reversed-phase pack-
ings, but the technique also works using other packings, such as in normal-phase
or ion-exchange methods, or in combination with other techniques such as liquid—
liquid extraction (28), to achieve the necessary levels of sample clean-up.

A significant advantage that solid-phase extraction offers over liquid—liquid
extractions is the potential for automation of a routine procedure. The steps of
adding solvent and samples to a small column are simpler to automate than in
liquid-liquid extraction, where mixing of tube contents and removing of solvent
at a liquid-liquid interface is required. The transfer of the eluate from a solid-
phase extraction to the chromatographic system can be automated (31). There
are multiple vendors of off-the-shelf instrumentation for automation of solid-
phase extraction. Another advantage of solid-phase extraction is that it generally
uses smaller volumes of organic solvents compared to more conventional meth-
ods such as liquid-liquid extraction.

The cost of solid-phase extraction can be limited by reusing the columns.
Chen et al. investigated solid-phase extraction column reuse and found that the
extraction efficiency decreases only after two or three reuses (32).

A related technique, solid disk extraction, is very similar except in the
geometry of the solid phase. This technique uses octadecyl-bonded silica im-
bedded into a network of polymer fibers. The flat disk shape allows for excellent
flow properties; thus, most of the applications involve the isolation of trace or-
ganic compounds from a large volume of sample. Tang and Ho described the
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extraction of phenol from a 1-L water sample (33). The use of solid disk extrac-
tion requires quick and tight retention of the drug onto the solid phase, because
the sample path through the solid phase is very short. The advantage of the short
path is that the drug can be removed using a very small volume of elution sol-
vent.

Method development of solid-phase or solid disk methods can be simply
accomplished by the following system. Apply a model sample to the solid phase
and collect the sample as it passes through the solid phase. Directly inject the
collected sample and compare it to an injection of an untreated model sample.
The model sample should simulate the sample in terms of pH and solvent strength
but generally must be cleaner than the intended sample, such as plasma or urine.
If the injection of the collected sample is void of the analyte, then the conditions
are suitable. In this way the conditions may be modified to optimize the sample
conditions. The same procedure can be carried out to optimize the wash and
elution steps.

D. Column-Switching Techniques

Solid-phase extraction is an example of using liquid chromatographic principles
offline to prepare a sample for analysis. Similarly, liquid chromatographic princi-
ples have been applied in-line with an HPLC system, using a series of columns
coupled with multiport liquid valves. Column-switching techniques have been
applied extensively to the HPLC analysis of drugs in biological fluids and other
trace analysis in complex matrices, allowing the analytical chemist to inject the
sample directly, without prior sample preparation.

The technique has many variations, which Koenigbauer and Majors (34)
classified into four types: direct transfer, indirect transfer, reversed transfer, and
loop transfer. The analyte fraction of the first column eluate can be diverted di-
rectly to a second HPLC column (direct transfer), or eluted from column 1 to
column 2 with a step gradient to a stronger mobile phase (indirect transfer), or
eluted into a loop injector prior to the second column (loop transfer). The combi-
nation of the two columns provides sufficient clean-up for a specific analysis.
With reversed transfer, the analyte is concentrated on the head of the first column
and, after the sample interferences are passed through the first column, the analyte
is transferred to the second column by reversing the flow through the first column.

In each case, the solvent strength must be carefully controlled so that the
analyte is retained on the expected part of the column. For example, the reversed
transfer requires a weak mobile phase in column 1 so that the analyte remains
at the head of column 1. For indirect transfer, the stronger eluting mobile phase
for column 1 becomes the separating mobile phase for column 2. Direct transfer
requires that the same mobile phase be used in columns 1 and 2.
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E. Solid-Phase Microextraction

Solid-phase microextraction (SPME) is a technique that was first reported by
Louch et al. in 1991 (35). This is a sample preparation technique that has been
applied to trace analysis methods such as the analysis of flavor components, resid-
ual solvents, pesticides, leaching packaging components, or any other volatile
organic compounds. It is limited to gas chromatography methods because the
sample must be desorbed by thermal means. A fused silica fiber that was previ-
ously coated with a liquid polymer film is exposed to an aqueous sample. After
adsorption of the analyte onto the coated fiber is allowed to come to equilibrium,
the fiber is withdrawn from the sample and placed directly into the heated injec-
tion port of a gas chromatograph. The heat causes desorption of the analyte and
other components from the fiber and the mixture is quantitatively or qualitatively
analyzed by GC. This preparation technique allows for selective and solventless
GC injections. Selectivity and time to equilibration can be altered by changing
the characteristics of the film coat.

The use of this technique in the headspace mode was more recently shown
by Zhang and Pawliszyn (37) to reduce equilibration time, reportedly because
the equilibration of the analyte with a gas phase is about four orders of magnitude
faster than equilibration with an aqueous phase. This is due to the faster diffusion
rate of a molecule in a gas than in water.

Solid-phase microextraction is controlled by diffusion rates and partition
effects. In typical quantitative analyses, for this technique to be reproducible, the
extraction process should continue until the partitioning events reach equilibrium
and all variables affecting the partitioning must be controlled. For a two-phase
system, the extraction is dependent on the analyte’s partition coefficient and the
volumes of the solid phase and the water. In the headspace technique, equilibrium
must be reached between all three phases: the water, the vapor, and the solid
phase.

This relatively new technique has found applications in the analysis of
drugs in biological fluids using direct immersion (36) as well as headspace
(37,38) methods. Headspace methods offer tremendous selectivity advantages for
biological fluid methods because only volatile compounds will be extracted. Ishii
(38) and co-workers used the headspace technique to measure phencyclidine in
whole blood. The addition of base to the sample was made to improve the basic
drug’s vapor pressure. After exposure of the capillary to the headspace at 90°C,
recovery was only about 50% or less but offered excellent linear response. The
technique offers advantages of excellent sample clean-up and concentrated ad-
sorption of the drug onto the small capillary, allowing detection to 1 ng/mL,
which was a several-fold sensitivity improvement over a solid-phase extraction
method (39).
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F. Protein Precipitation Methods

HPLC analysis of plasma samples requires the removal of plasma protein. Solvent
and solid-phase extraction methods achieve protein removal. Proteins can also
be removed by precipitation and centrifugation by adding reagents that reduce
the solubility of the proteins. Typical additives are acetonitrile (40), methanol
(41), or perchloric acid (42). The resulting solution is then injected directly into
the HPLC system. The protein precipitation must also assure that the drug is
released by the protein. Many drugs, particularly hydrophobic drugs, are bound
by plasma albumin protein by as much as 99% or higher. Although this is not
a covalent linkage, the hydrophobic forces are enough to form a very tight bond,
in some cases to specific sites on the albumin protein (43). The addition of misci-
ble solvents often allows for the removal of the drug from the protein.

G. Ultrafiltration

Membrane filters can also be used to separate protein from plasma samples. This
method differs from the other techniques, however, in that protein-bound drug
is removed along with the proteins. In precipitation methods, liquid—liquid ex-
traction, or solid-phase extraction techniques the protein and the solvent condi-
tions undergo changes that release the drug from the protein, thus resulting in
total drug concentration (sum of bound and free). Ultrafiltration is therefore the
most common choice if the free drug concentration is needed. This measurement
in combination with total plasma concentration allows the study of protein—drug
interactions (44).

H. Dialysis

Dialysis is considered the reference method when studying protein binding of
drugs (45) but is also useful for protein removal prior to plasma analysis. Dialysis
is a classical separation method that uses semipermeable membranes to separate
compounds by molecular weight. The protein sample is exposed to a buffer solu-
tion separated by the membrane. After the system is allowed to come to equilib-
rium, the small molecules diffuse to similar concentrations on both sides, while
the sample side contains all of the protein

I. Other Methods to Study Protein Binding

More modern methods for studying qualitative parameters of the drug—protein
complex have been developed; they are not used as sample preparation methods.
They were developed to be more rugged and faster than the older conventional
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methods. These methods include size-exclusion chromatography, frontal analysis
of HPLC, and capillary electrophoresis injections, as well as spectral methods
(45,46,47).

Vaes et al. have used solid-phase microextraction fibers (SPME, see Section
V_.E) to study protein—drug binding (48,49). The advantages of using SPME fibers
is that the fiber’s phase volume is so small that the binding equilibrium is not
disrupted by the removal of drug into the fiber phase. Note that one of the reasons
liquid-liquid and solid-phase extraction of plasma sample yield total drug con-
centration is that the liquid or solid-phase volume, i.e., drug capacity, is so much
in excess of the sample’s protein drug capacity that the equilibrium shifts away
from the protein. Vaes et al. showed that the SPME technique gave similar results
to the dialysis reference method and it appears to be a useful method for studying
protein binding as well as routine measurement of free drug in plasma.

J. Sample Preparation of Drug Conjugates

Compounds with poor water solubility are often metabolized in humans to more
water-soluble compounds to improve excretion rates. Acetaminophen, for exam-
ple, is metabolized to form glucuronide, sulfate, cysteine, and mercapturate con-
jugates (41,42). Full characterization of a drug’s metabolism often requires analy-
sis of both bound and free drug, particularly in urine, requiring analyses that are
performed after hydrolysis of the conjugates. The drug conjugate can be hy-
drolyzed by the use of acid, base, or enzyme catalysts (50,65,71,72). Typical
base hydrolysis conditions are pH 12 for 1 h at 80°C. The analyte itself must,
of course, be stable at these severe conditions. More gentle conditions are used
for the enzyme methods. Typical conditions are about 1000—5000 units/mL of
B-glucuronidase at pH 5 for 1-18 h (71,72).

K. Direct-Injection Techniques for Plasma Samples

A critical first goal of plasma sample preparation steps is the selective removal
of plasma proteins. If a plasma sample is injected directly onto a reversed-phase
HPLC system, the proteins will precipitate on the hydrophobic stationary phase,
causing column plugging. Pinkerton (80) addressed this problem by development
of a bi-modal HPLC column in which the reversed-phase layer is bonded only
to the internal pores of the silica. The larger protein molecules are size-excluded
and pass through the column with the solvent front. The outer silica surfaces are
coated with a hydrophillic layer, allowing the proteins to pass through without
retention while the drug and other small molecules enter the pores and undergo
reversed-phase separation. This technique has gained limited popularity, but col-
umn advances are still underway (51). There are two advantages of this technique:
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there is significant time savings and there is no opportunity for recovery loss due
to extraction.

The addition of surfactants to mobile phases has also been used to prevent
on-column precipitation of proteins. The surfactants serve to keep the proteins
in solution, allowing the direct injection of plasma samples (52).

L. Derivatization Techniques

Chemical derivatization reactions in analytical chemistry have been used to en-
hance detection, improve volatility for GC, or enhance selectivity such as for
chiral separations. Sample preparation derivatization reactions occur at an active
hydrogen such as an alcohol, phenol, amine, or sulfhydryl. The reaction types are
largely alkylations, acylations, silylations, and condensations. A comprehensive
review of derivatization reaction is available (53).

Many of the derivatization applications were developed to improve a com-
pound’s volatility so that gas chromatography may be employed. The presence
of highly polar functional groups, such as carboxylic acids, generally results in
poor volatility for gas chromatography because of intermolecular hydrogen bond-
ing. Derivatization techniques are used to mask these functional groups, improv-
ing volatility and allowing analysis by gas chromatography.

Derivatization reactions can improve detection limits in trace analysis by
addition of halogenated acyl or silyl groups for subsequent analysis by gas chro-
matography with electron-capture detection (54) or by addition of a good UV
chromophore or fluorophore for subsequent analysis by HPLC (55).

Selectivity enhancement for chiral analysis can be done by derivatization
of racemic mixtures with a chiral agent. The resulting diastereomers can then be
separated using conventional chromatographic methods (26) such as reversed-
phase HPLC or GC, obviating the need to use chromatographic systems with an
expensive chiral stationary phase.

Solid-phase derivatization is an improvement that allows for the quick re-
moval of the reagent from the sample after the reaction is complete. Fisher and
Bourque described a novel polymeric system for derivatizing amphetamine, a
primary amine to the corresponding dinitrobenzamide for the purpose of en-
hanced HPLC—-UYV detection (56). The derivatization reagent is a polymeric sys-
tem that contains a dinitrobenzoylbenzotriazole moiety. The benzotriazole func-
tions as a good leaving group for the dinitrobenzoyl upon nucleophillic attack
by the drug’s amine group. The reagent is readily removed because it is attached
to an insoluble polymer. Derivatization efficiency was 72% and the reaction rates
were fast, allowing the derivatization to be completed in less than 10 seconds.

Other advances in derivatizations include the use of the high-temperature
GC injection port as a reaction vessel. Nimz and Morgan (57) describe the deriv-
atization of silyl esters by this technique. Belsner and Buchele describe the analy-
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sis of cardiac glycosides using an in-line postcolumn derivatization to fluorescent
derivatives (58).

M. Residual-Solvent Sample Preparation for Gas
Chromatography

There are four types of sample preparation methods for residual solvents: head-
space sampling, extraction, direct injection, and solid-phase microextraction.

Headspace methods include static methods as well as purge-and-trap meth-
ods. Both can be performed on solid or aqueous samples. In the static headspace
methods, the sample is heated in a closed vessel and, at equilibrium, a portion
of the headspace is injected into the GC (59). ‘‘Purge and trap’’ is a technique
that is popular in analysis of volatile organic compounds in environmental sam-
ples and is used extensively in registered Environmental Protection Agency
(EPA) methods. The techniques have found less use in pharmaceutical analysis.
A temperature-controlled sample is purged with a stream of carrier gas which
carries the volatile residue to a resin trap. The trapped volatiles are then thermally
desorbed and transferred to the GC column for analysis. Each step must be care-
fully controlled with respect to temperature and time. The advantage of the purge-
and-trap techniques and the static headspace techniques is that only the volatile
organic compounds enter the gas chromatograph and there is no large solvent
peak or drug peak to interfere with the analysis. However, the recovery precision
is very dependent on the sample and its tendency to retain the volatile solvents
by adsorption or crystal inclusion.

The preferred sample preparation method for residual solvent analysis of
pharmaceuticals is direct injection of the dissolved sample (11,60). With this
technique, the recovery is most reliable because there is no opportunity for recov-
ery loss due to adsorption or entrapment. The other techniques involve a separa-
tion of the volatiles before the GC injection and there is a risk that the volatile
will be trapped. Typical solvents for this analysis are water, dimethyl sulfoxide,
benzyl alcohol, and dimethylformamide (11,12,61). The three latter solvents are
chosen because they are higher-boiling than commonly used pharmaceutical sol-
vents and thus elute after them and do not interfere with the analysis. Water
offers the advantage that it contributes little interference with a flame ionization
detector.

N. Sample Preparation for Capillary Electrophoresis

Capillary electrophoresis (CE) is a much newer technique, and much is yet to
be learned about optimizing sample preparation and sample solutions for CE
analysis. CE separations are done using flow that is induced by applying an elec-
tric field across a fused silica capillary. In contrast to the loop injectors that are
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used in HPLC, CE requires that the front end of the capillary to be immersed
into the sample. After the sample enters the capillary, the sample is then moved
to a second vial containing the running buffer. The two common sample introduc-
tion methods for CE are hydrodynamic loading and electrokinetic loading. Hydro-
dynamic loading is done by the pressurization of the sample vial with the capillary
inserted. Electrokinetic loading is done by applying the electrical potential with
the capillary inserted in the sample vial. The mode of injection is important in
designing the sample preparation.

Hydrodynamic loading is consistently reported to be the more precise injec-
tion method. Hettiarachchi and Cheung have concluded that hydrodynamic load-
ing should always be used for high-precision quantitative applications because
it is less dependent on the ionic concentration of the sample buffer (62), but
running buffer is the recommended sample diluent.

Electrokinetic loading is less precise because variations of sample ionic
strength will affect the amount of analytes loaded. This has been used as an
advantage to boost sensitivity. Taylor and Reid studied the effects of sample
diluent changes (63) and reported that the use of methanol as an injection solvent
improved the detection limit by a factor of 30 compared to water and a factor
of 3 compared to the use of a field-amplified sample injection (FASI). FASI is
a sample stacking technique in which a slug of water is preinjected to focus the
analytes into tight bands, thereby improving detection limits.

Injection of biological samples that are prepared in organic solvents also
has advantages with hydrodynamic injection. Shihabi and Constantinescu (64)
reported improved plate counts when they used acetonitrile. The ability to use
water-miscible organic solvent as sample diluents is very useful, because the
acetonitrile and methanol are used as precipitation agents as well as elution sol-
vents for solid-phase extraction. It is convenient to inject these solutions directly
into the system. These are also excellent solvents for dissolving pharmaceutical
solids that may be insoluble in water or running buffer. Shihabi and co-workers
(65—67) recently reported direct injections of acetonitrile precipitations using a
hydrodynamic injection as well as limited success when injecting serum directly.

0. Calibration Methods

Three primary methods are used for calibration: external standard calibration,
internal standard calibration, and standard addition. Figs. 1-3 show the typical
response curves for each method.

1. External Standard Calibration

External standard calibration is the most simple calibration method. It can be
used if the recovery of the analyte is 100% and can be expected to be similar
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for all expected samples. Consistent sample-to-sample recovery can be expected
only for samples whose matrix is constant and predictable, such as in drug sub-
stances and products. This calibration method also requires reproducible dilution
volumes and injection volumes. If the injection system of the chromatograph
cannot deliver the same reliability, then internal standard calibration should be
used.

2. Internal Standard Calibration

Internal standard calibration similarly requires the preparation of external stan-
dard solutions, but in addition a constant concentration of a second compound
is added to each sample. The sample concentration is directly proportional to the
ratio of the analyte to internal standard. This method is used for the analysis of
biological samples and other more difficult analyses.

The internal standard can perform several functions. Its most common pur-
pose is to correct for sample and standard injection volume. Since each sample
and standard contains a constant internal standard amount, the injected amount
is proportional to the internal standard concentration and the analyte concentra-
tion is proportional to the ratio of the analyte to internal standard signals. Like-
wise, the sample and standard dilution volume can be compensated for by use
of an internal standard.

Proper selection of an internal standard also allows the internal standard
to correct for extraction efficiency. The internal standard is chosen to be similar
in structure, generally a structural analog to the analyte, so that they have similar
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partition coefficients in liquid extractions and extraction efficiencies in solid-
phase extraction. The optimal internal standard is a deuterated or carbon-14 ana-
log of the analyte (68,69), because they have identical chemical properties,
resulting in identical extraction efficiencies and also identical reactivity for deriv-
atization. Since deuterated analogs chromatographically co-elute with the analyte,
they can only be used with mass-selective detectors because mass spectrometers
allow for the mass discrimination of the co-eluting compounds.

3. Standard Addition

Standard addition is a useful calibration method when the sample matrix cannot
be reproduced well enough to prepare standard solutions for calibration. The
sample itself is used to prepare calibration standards by addition of known
amounts of the analyte to three or more aliquots of the sample. The amount of
added standard should cover a range of about 10—100% of the sample concentra-
tion. When the instrument response is plotted against the concentration added,
the sample concentration is determined by calculating the absolute value of the
x intercept. See Fig. 2. This technique is often used in conjunction with internal
standards, where the instrument response is then the ratio of the analyte to internal
standard response. This is a very good reference method to cross-check a primary
method. It is rarely used for routine analysis of multiple samples because each
test article requires multiple sample preparations and analyses.

VI. FUTURE TRENDS

As discussed previously, there have been many attempts to reduce or eliminate
sample preparation steps for analysis of biological samples. These applications
are methods to either automate the sample preparation or insert it in-line. The in-
line development consists of plumbing improvements to allow for linking various
techniques.

Another current trend that is well underway is the use of more specific
analytical instrumentation that allows less extensive sample preparation. The de-
velopment of mass spectrometric techniques, particularly tandem MS linked to
a HPLC or flow injection system, has allowed the specific and sensitive analysis
of simple extracts of biological samples (68,70—72). A similar HPLC with UV
detection would require significantly more extensive sample preparation effort
and, importantly, more method development time. Currently, the bulk of the
HPLC-MS efforts have been applied to the analysis of drugs and metabolites in
biological samples. Kristiansen et al. (73) have also applied flow-injection tandem
mass spectrometry to measure sulfonamide antibiotics in meat and blood using
a very simple ethyl acetate extraction step. This important technique will surely
find many more applications in the future.
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The ultimate development in the field of sample preparation is to eliminate
it completely, that is, to make a chemical measurement directly without any sam-
ple pretreatment. This has been achieved with the application of chemometric
near-infrared methods to direct analysis of pharmaceutical tablets and other phar-
maceutical solids (74—77). Chemometrics is the use of mathematical and statisti-
cal correlation techniques to process instrumental data. Using these techniques,
relatively raw analytical data can be converted to specific quantitative informa-
tion. These methods have been most often used to treat near-infrared (NIR) data,
but they can be applied to any instrumental measurement. Multiple linear regres-
sion or principal-component analysis is applied to direct absorbance spectra or
to the mathematical derivatives of the spectra to define a calibration curve. These
methods are considered secondary methods and must be calibrated using data
from a primary method such as HPLC, and the calibration material must be manu-
factured using an equivalent process to the subject test material. However, once
the calibration is done, it does not need to be repeated before each analysis.

One more trend that is worth mentioning is the miniaturization of sample
preparation techniques. Solid phase microextraction is one good example of
where very small samples are consumed and very small extracts are produced.
Solid phase extractions can also be scaled down by reducing the bed volume or
by use of coated membranes. Likewise liquid—liquid extractions can be scaled
down conserving both sample and solvent.
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. INTRODUCTION

Chromatography is a general term applied to a wide variety of separation tech-
niques based on the sample partitioning between a moving phase, which can be
a gas, liquid, or supercritical fluid, and a stationary phase, which may be either
a liquid or a solid. The discovery of chromatography is generally credited to
Tswett (1), who in 1906 described his work on using a chalk column to separate
pigments in green leaves. The term ‘‘chromatography’” was coined by Tswett to
describe the colored zones that moved down the column. The technique lan-
guished for years, with only periodic spurts of development following innova-
tions such as partition and paper chromatography in the 1940s, gas and thin-layer
chromatography in the 1950s, and various gel or size-exclusion methods in the
early 1960s (2). Then in January 1969, the Journal of Gas Chromatography offi-
cially changed its name and became the Journal of Chromatographic Science.
This change reflected the renewed interest in the technique of liquid chromatogra-
phy (LC) and officially signaled the beginning of the era of modern LC. This
renewed interest in the oldest of chromatographic techniques was brought about
both because of the successes and because of the failures of gas chromatography
(GC). On the one hand, GC provided a firm theoretical background on which

* Current affiliation: Eurand America, Inc., Vandalia, Ohio.
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modern LC could build. However, this renewed interest in LC was being driven
because of the inability of GC to handle thermally unstable or nonvolatile com-
pounds. It has been estimated that fewer than 20% of organic compounds have
sufficient volatility and thermal stability to traverse a GC column successfully.
Admirers of LC also liked the selective interaction of its two chromatographic
phases, and easy sample recovery because of its nondestructive detection methods
and room-temperature operation.

In the following years the technique was known by many acronyms. It
was at various times designated high-pressure /iquid chromatography, high-speed
liquid chromatography, high-performance liquid chromatography, high-priced
liquid chromatography by cynical research directors, and finally modern liquid
chromatography. The modifiers were all used to signify the difference in the
technique brought about by small-particle-diameter stationary phases and the re-
sulting high pressure needed to drive the mobile phase through the densely packed
columns. These differences resulted in much faster separations with higher reso-
lution than traditional column chromatography. Through the decade of the 1970s
the technique grew with astounding speed, and for nine consecutive years from
the middle 1970s to the early 1980s the technique led all other analytical instru-
ments in growth rate in an annual survey conducted by Industrial Research and
Development magazine.

A discussion of the history of liquid chromatography is beyond the scope
of this volume; an excellent treatment has been published by Ettre (3). However,
some perspective on the beginnings of modern liquid chromatography is useful
for an understanding of the technique as now practiced. The first comprehensive
publication on the technique was a book edited by Kirkland (4), which grew from
a short course offered by the Chromatography Forum of the Delaware Valley.
This then laid the foundation for the definitive book, now in its second edition,
Introduction to Modern Liquid Chromatography (2).

During the development of modern liquid chromatography, advances have
been driven by both instrumentation and chemistry. The technique as now prac-
ticed produces elegant separations that have been developed through chemical
manipulation of the stationary and mobile phases, which are then effected and
detected by modern instrumentation. This chapter is therefore divided into three
broad sections: the first, on the fundamentals of chromatography, provides the
necessary foundation for the second, on instrumentation, and the third, on separa-
tion modes.

. FUNDAMENTALS OF CHROMATOGRAPHY

Chromatography is a separation method which employs two phases, one station-
ary and one mobile. As a mixture of analytes being carried through the system
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by the mobile phase passes over and through the stationary phase, the individual
components of the mixture equilibrate or distribute between the two phases.

Xm N Xs

The corresponding thermodynamic distribution coefficient K is defined as
the concentration of component (X) in the stationary phase divided by its concen-
tration in the mobile phase.

o X1,

1
(X1 o

The use of a typical equilibrium constant K in chromatographic theory indi-
cates that the system can be assumed to operate at equilibrium. As the analyte
(X) proceeds through the system, it partitions between the two phases and is
retained in proportion to its affinity for the stationary phase. At any given time,
a particular analyte molecule is either in the mobile phase, moving at its velocity,
or in the stationary phase and not moving at all. The individual properties of
each analyte control its thermodynamic distribution and retention, and result in
differential migration of the components in the mixture—the basis of the chro-
matographic separation. The effectiveness of the separation, however, is a func-
tion of both thermodynamics and kinetics.

A. Thermodynamic Considerations

In order to understand the thermodynamic considerations of the separation pro-
cess, we need to look at the basic equations which describe the retention of a
solute and relate the parameters of retention time, retention volume, and capacity
factor to the thermodynamic solute distribution coefficient.

Figure 1 shows a model chromatogram for the separation of two com-
pounds. The time required for the elution of a retained compound is given by ¢,
the retention time, and is equal to the time the solute spends in the moving mobile
phase plus the time spent in the stationary phase, not moving. If a solute is unre-
tained and has no interaction with the stationary phase, it will elute at f,, the
hold-up time or dead time, which is the same time required for the mobile-phase
solvent molecules to traverse the column.

Another fundamental measure of retention is retention volume, V,. It is
sometimes preferable to record values of V, rather than ¢,, since ¢, varies with
the flow rate F, while V, is independent of F. If we wish to describe the volume
of mobile phase required to elute a retained compound, then the retention volume
is the product of the retention time and the mobile-phase flow rate.

V,=t.F 2)
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Fig. 1 A model chromatogram for the separation of two compounds.

V, is a measure of the total volume of space available to the mobile phase
in the system and correlates to 7, as the volume necessary to elute an unretained
compound.

V,=1tF 3)
The most commonly used retention parameter in high-performance liquid
chromatography (HPLC) is the capacity factor, k’. While the distribution coeffi-

cient, K, describes the concentration ratios, the capacity factor, k’, is the ratio of
amounts of solute in each phase.

_ moles of X in stationary phase _ [X]1,V, _ KV,

Kk 4)

moles of X in mobile phase X1,V V.

Equation (4) shows that the capacity factor is directly proportional to V,,
and so k” for each solute changes with the stationary-phase loading on the silica
support.

The capacity factor is conveniently measured from retention parameters,
since k" also describes the amount of time the solute spends in each phase.

t,—t, _V,—V,

k' = = 5
. v &)

Rearrangement of Eq. (5) gives
V.=V, + k) (6)

The retention volume can then be related to the capacity factor by substitut-
ing Eq. (4) for k" in Eq. (6), where V,, = V,,.

V.=V, + KV, (N
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B. Kinetic Considerations

It is obvious from Fig. 1 that the chromatographic separation of components in
a mixture is dependent on two factors: the difference in retention times of two
adjacent peaks, or more precisely, the difference between peak maxima and the
peak widths. It was shown in the preceding discussion that the retention of a
solute is a thermodynamic process controlled by the distribution coefficient and
the stationary-phase volume. The peak width, or band broadening, on the other
hand, is a function of the kinetics of the system.

Early papers on chromatographic theory described the technique in terms
similar to distillation or extraction. The Nobel Prize-winning work by Martin and
Synge (5) in 1941 introduced liquid—-liquid (or partition) chromatography and
the accompanying theory that became known as the plate theory. Although the
plate theory was useful in the development of chromatography, it contained sev-
eral poor assumptions. The theory assumed that equilibration between phases
was instantaneous, and that longitudinal diffusion did not occur. Furthermore, it
did not consider dimensions of phases or flow rates. An alternative to the plate
theory which came into prominence in the 1950s was the so-called rate theory.
The paper which has had the greatest impact was published by the Dutch workers
van Deemter, Zuiderweg, and Klinkenberg (6). They described the chromato-
graphic process in terms of kinetics and examined diffusion and mass transfer.
The popular van Deemter plot resulted, and the rate theory has become the back-
bone of chromatographic theory.

Several processes, which will be discussed shortly, contribute to the overall
width of the band, and the contribution from each process can be described in
terms of the variance (6%) of the chromatographic peak, which is the square of
its standard deviation (0).

The most common measure of efficiency of a chromatographic system is
the plate number, N. Because the concept originated from the analogy with dis-
tillation, it was originally called the number of theoretical plates contained in a
chromatographic column. This is not a useful analogy, since a chromatographic
column does not contain ‘‘plates,”” but the terminology has become universally
adopted and the original definition has persisted. The expression for the efficiency
of a column is given by Eq. (8).

2
G

The parameters ¢, and G, must be measured in the same units, so the number N
is dimensionless.

For Gaussian peaks we can express ¢ in terms of peak width, where the
width of the peak at the baseline (w,,) is equal to 46 (see Fig. 2). N then becomes
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Fig. 2 Evaluation of a chromatographic peak for the calculation of efficiency.

2 2
N = (f> = 16(“> )
O, Wy

Because measurements depending on w, rely on the accurate positioning
of tangents to the chromatographic peak, another common calculation of N uses
the more easily measured peak width at half-height, where w,s = 2.354c.

N = (t> = 5.54("‘) (10)
G/ Wos

The assumption for the measurement of peak widths in Egs. (8)—(10) is
that the peak is Gaussian. Unfortunately, few peaks are truly Gaussian and, in
general, for asymmetrical peaks, N, calculated by a Gaussian-based equation,
increases the higher up on the peak the width is measured. Figure 3 shows the
error in plate-count determinations for asymmetrical peaks as a function of the
peak height at which the width is measured. A more accurate approach to effi-
ciency measurement has been presented by Foley and Dorsey (7), which takes
into account the peak asymmetry.

2
41.7(“)
Wo.l

T e— (1)
1.25 + B/A
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Fig. 3 Error in plate-count determinations for asymmetrical peaks.

Here the peak width is measured at 10% of peak height and the asymmetric
ratio or tailing factor is calculated as the ratio of B/A (see Fig. 4). For a symmetri-
cal peak, the B/A value will be 1, and the tailed peaks will have values greater
than 1.

The plate number depends on the column length, making comparisons
among columns difficult unless they are all of the same length. Another measure
of efficiency which removes this dependency is given by the plate height, such
that

H=LIN where L = length of column (12)

H can thus be thought of as the length of the column that contains one plate. For
the highest efficiencies, the goal is to attain maximum N and small H values. We
will see that H is proportional to the diameter of the stationary-phase particles,
so a better measure of expressing efficiency is the reduced plate height, h.

p="1 (13)
where d, = stationary-phase particle diameter.

The reduced plate height is a dimensionless number (H and d, being mea-
sured in the same units), and this calculation allows us to compare efficiencies
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Fig. 4 Measurement of asymmetry factor.

of columns with different particle diameters. A well-operated chromatographic
system should have & values of 2 to 5.

As mentioned earlier, the extent of band broadening, and thus the efficiency
of a chromatographic column, is dependent on several contributing processes.
The four important band broadening phenomena to be considered are (a) resis-
tance to mass transfer, (b) eddy diffusion, (c) longitudinal diffusion, and (d) extra-
column effects. Each of these independently would produce a Gaussian band.
The variances of each band broadening process are additive to give the overall
variance of the system.

0,2 = G?m[ + ng + Gl%mg + ng (14)

1. Resistance to Mass Transfer

As solute molecules interact with the column packing, they continually transfer
into and out of the stationary phase. Resistance to mass transfer relates to the
rate at which the molecules exchange between phases and may be the dominant
cause of band spreading.

If there were no flow through the column, there would be an equilibrium
distribution of the analyte molecules between the mobile and stationary phases
according to its partition coefficient. However, since there is flow, molecules in
the mobile phase are swept downstream, creating a condition of nonequilibrium
in the immediately adjacent stationary phase. In order to restore the system to
equilibrium, some molecules left behind in the stationary phase must desorb and
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enter the mobile phase, and some that were carried ahead must leave the mobile
phase and sorb onto the stationary phase. This mass transfer takes a finite time
and results in band broadening. The faster the mass transfer occurs, the less will
be the effect. Both the stationary and mobile phases play a role in determining
the rate of mass transfer. A discussion of all the contributing factors is given by
Giddings (8), but three of the most important are the diffusion coefficient of the
solute in the mobile phase (D,,), the stationary-phase particle diameter (d,), and
mobile-phase flow velocity (V).

RMT (15)

A molecule is in constant motion in solution. The larger the volume of
mobile phase the molecule is in, the longer it will take to diffuse to a phase
boundary. In chromatographic columns, the interstitial volume between particles
is on the order of the same size as the particles themselves. Small-particle-diame-
ter packings therefore result in a much higher rate of contact and a greater rate
of mass transfer. A high rate of diffusion of the solute in the mobile phase also
increases the rate of contact by decreasing the time for the molecule to move
between stationary-phase particles. For this reason, many chromatographers
choose low-viscosity solvents as eluents and/or operate the system at elevated
temperatures to increase the diffusion coefficient of the solute in the mobile
phase.

The contribution to band broadening by flow velocity is obvious, since the
faster the mobile phase is flowing, the farther molecules will be swept down-
stream before they exchange phases.

2. Eddy Diffusion

The velocity of the liquid moving through a column may vary significantly across
the diameter of the column, depending on the bed structure. The velocity of sol-
utes being carried through the column by the mobile phase will therefore fluctuate
between wide limits, and the total distance traveled by individual molecules will
also vary. These variations are a result of different flow paths taken as a function
of least resistance. Since the average velocity of the solute determines its retention
time, these random fluctuations result in band broadening. There is still much
disagreement about quantitation of this effect, but a generally accepted propor-
tionality is given by Eq. (16).

ED o d,V'" (16)

The smaller the stationary-phase particle diameter, the closer will be the
packing. This minimizes the variation in flow paths available to the molecules
and reduces band broadening. High flow velocities affect the band broadening
by causing molecules traveling through open pathways to move more rapidly
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than those in narrow pathways. The simple theory of eddy diffusion assumes that
a particle will remain in a single flow path. In practice this is not the case, since
there is nothing to stop it from diffusing laterally from one flow path to another.
This process, called ‘‘coupling,”” averages out the two flow paths and reduces
the band broadening so that the final band width, although still greater than the
initial band width, is less than if coupling had not occurred. So, rather than a
direct relationship to flow velocity, as theory would predict, eddy diffusion is
more nearly proportional to velocity to the !/3 power.

3. Longitudinal Diffusion

As solute bands move through a column, diffusion of molecules into the sur-
rounding solvent occurs from the region of higher concentration to the region of
lower concentration in proportion to the diffusion coefficient, D,,, according to
Fick’s law. The faster the mobile phase moves, the less time the zone is in the
column, the less time there is for diffusion, and the lower the band broadening
due to diffusion.

Dm

D long o< (17)
In principle, longitudinal diffusion may occur in both mobile and stationary
phases, but because the rate is so small in the stationary phase, this factor can
be neglected.

Combination of terms 1-3 gives the well-known van Deemter equation,

H=A+ B/V+CV (18)

where the A term is due to eddy diffusion, the B term is due to longitudinal
diffusion, and the C term to resistance to mass transfer. The familiar van Deemter
plot is shown in Fig. 5.

4. Extra-Column Effects

Band broadening can occur in other parts of the chromatographic system as well
as in the column. Contributions to this extra-column broadening may come from
the injector, the detector flow cell, and the connecting tubing. Slow time constants
of detectors and recorders may also contribute. These extra-column effects are
more severe for early, narrow peaks in the chromatogram than for later, broader
peaks. A more detailed discussion of these effects will be given in the section
on instrumentation.

C. Resolution

We have seen that the effective separation of two peaks is a function of both
thermodynamic and kinetic effects. A common measure of the separation, the
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Fig. 5 Van Deemter plot.

resolution, is the ratio of the distance between peak maxima and the average peak
width.

R = peak separation (thermodynamic)
~avg. peak width (kinetic)

In order to obtain peak separation, one of the components in a mixture
must be more selectively retained than another, or we may say the column showed
selectivity toward the components in the mixture. Selectivity is measured by the
separation factor or relative retention (o) and may be given by any of the follow-
ing relationships:

Ky _ ki _t'ry _try — 1 (19)

Kl k; t'rl try — I,

Oy =

The relationship between the separation factor and the distribution coeffi-
cients K, and K, of the two components (2) and (1) emphasizes the thermody-
namic basis of the separation.

Figure 6 illustrates the influence on resolution of peak separation and peak
width. Figure 6a shows two components poorly resolved because of inadequate
selectivity and large band widths. Figure 6b shows the components with the same
band widths but good resolution as a result of improved selectivity. Figure 6¢
also demonstrates good resolution, but here narrow band widths are the contribut-
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Fig.6 Two-component chromatograms illustrating the importance of peak-to-peak sepa-
ration and peak widths on separation.

ing factor even though the selectivity is unchanged. The quantitative measure of
resolution is given by Eq. (19).

RS _ 2(”’2 - trl) (20)
W] + W2

In practice, it is seldom necessary to calculate the value of resolution. More
frequently, the chromatographer simply looks at the shape of the peaks and esti-
mates the R, value from the peak shape. Of course, the concentrations and/or
responses of the components in a mixture are rarely equal. Figure 7 illustrates
the significance of the resolution value for two components with different relative
concentrations.

The chromatographic control of resolution is a function of several factors.
The fundamental resolution equation is
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where o = kj/k].

The plate number N (column factor) can be increased by lengthening the
column, changing the packing particle diameter, or optimizing flow rate. How-
ever, improving resolution by increasing N is expensive in time. Doubling the
column length doubles the elution time, solvent consumption, and pressure while
only increasing R, by 1.4. Likewise, reducing the particle diameter increases the
resolution but may exceed the maximum allowable pressure.

The selectivity o (thermodynamic factor) can be increased by changing
columns to a different stationary phase of by imposing secondary equilibria
through changes in mobile-phase pH or the addition of complexing agents to the
mobile phase, for example. In order to discuss the effect of selectivity changes,
let us rearrange the fundamental resolution equation, solving for N.

=
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2 2
Nyy = 16K (&) (k 1<+ 1) 22)

If we assume R, = 1.0 and k” = 2, then

o= 1.01 N,q = 367,000
and
o = 1.05 N,q = 16,000

Changing o to 1.05 gives us a 96% reduction in required column efficiency
which translates to a 96% reduction in column length, analysis time, solvent
consumption, and solvent disposal. Changing selectivity is certainly the most
efficient way to improve resolution. However, the cost of changing o is in method
development time.

Increasing the capacity factor, k’, can also increase resolution, particularly
for early-eluting compounds. This is done primarily by going to a weaker mobile
phase. Looking at Eq. (21) again, for R, = 1.0, and o0 = 1.05,

for ky = 0.1 N, = 854,000
ky = 1.0 N.q = 28,000
k5 = 10.0 N,q = 8,500

While a 97% decrease in required column efficiency is calculated for
changing k” from 0.1 to 1.0, another 70% decrease occurs for a k” change from
1.0 to 10.0. It is clear from Eq. (21) that as k" becomes large, the resolution is
unaffected by small changes in k’. Changing k” to improve resolution thus has
an upper limit of effectiveness at approximately k” = 10. This is illustrated in
Fig. 8.

D. Time Considerations

While any of the above methods will improve resolution, they are far from equal
in terms of their effects on time. Recalling that

t,=t,(1 + k%

and

and realizing that

t, = Llv where v = average flow velocity
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Fig. 8 Resolution of chromatographic peaks as a function of k.

then
t, = HN/v
o)
t, = (HN/v) (1 + k')

rearranging gives

Y 1
V= (H) (1 +k’) 23)

then, setting Eq. (23) equal to Eq. (22) and solving for 7, gives

oo’ -, ,
/= 16R§< ¢ 1) [(k ];1) ]H/v (24)
-

We can see that to double the resolution by increasing N (holding o, k’,
H, and v constant) requires a 4X increase in time.
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In the previous section we saw how changes in selectivity can improve
resolution while decreasing analysis time. If we assume N = 10,000 and k" =
2, and further if we could manipulate chromatographic conditions such that k3
would remain unchanged as we change selectivity, then by Eq. (21) a change in
o from 1.01 to 1.05 would increase resolution from 0.2 to 0.8. We can see from
Eq. (24), then, that with this improvement in resolution and the stated change in
selectivity (holding H and v constant), that retention time would decrease by a
factor of ¢,,/t,, = 0.9, or 10%.

Figure 9 shows that the (k" + 1)*/(k’)* term in Eq. (24) goes to infinity at
both large and small values of k’. Thus, in the effective range of k” values from
1 to 10 (holding H and v constant, and assuming oo = 1.05 and N = 10,000),
the resolution would improve by a factor of 1.8 with a reduction in analysis time
of 66%.

We know we can reduce analysis time by shortening the column, but we
have a required efficiency necessary to separate the components in a mixture with
the desired resolution. Assuming that a well-operating chromatograph yielding a
reduced plate height of 3, then 10,000 plates can be generated with 10-pum-diame-

14

(k' + 1)

(k')?

Fig. 9 Plot of capacity factor term versus k" for the modified fundamental resolution
equation.
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ter particles in 30 cm, with 5-um particles in 15 cm, or with 3-pum particles in
9 cm. Assuming a solute with a capacity factor of 2, the retention volumes for
these columns would be 9.0, 4.5, and 2.7 mL, respectively, and the peak base
width would be 360, 180, and 108 pL, respectively.

E. Peak Capacity

Peak capacity is the maximum number of components in a mixture that can be
resolved with a resolution of 1 between the inert peak and the last peak.

1/2

PC =1+ <N4) In(l + k) 25)

As samples become more complex, the ability of a particular separation method
to resolve all components decreases. A statistical study of component overlap
has shown that a chromatogram must be approximately 95% vacant to provide
a 90% probability that a given component of interest will appear as an isolated
peak (9). This is shown graphically in Fig. 10, where the probability of separation
is plotted as a function of the system peak capacity for cases where the number

1 1 T T i
Pb (pom) 10
0.75 I— -
0.5 |=
0
0.25 = -
50
1 L 1 10
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Fig. 10 Probability of separation as a function of system peak capacity. (From Ref. 10.
Reprinted courtesy of American Chemical Society.)
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of components varies from 10 to 70. A thorough discussion of resolving power
is given by Martin et al. (10).

lll. INSTRUMENTATION

The instrumental requirements of modern liquid chromatography were defined
early. In 1963 Giddings noted that for separation efficiencies comparable to GC,
““for the fastest analysis the particle diameter for LC will be about !/30 of that for
the analogous GC system’’ (11)—thus the origin of high-pressure liquid chroma-
tography! Cramers et al. (12) addressed flow processes in chromatography, and
the integrated form of Darcy’s law, which describes laminar flow conditions for
liquid chromatography, shows that for a given flow velocity, the pressure drop
required is inversely dependent on the square of the stationary-phase particle
diameter—thus the first distinction between traditional and modern LC. High-
pressure systems were developed to force the mobile phase through columns
packed with small-diameter stationary phases, and now the velocity term in the
van Deemter equation was easily controllable, in contrast to traditional gravity-
flow column chromatography, allowing optimization of separations to be more
readily accomplished.

The stationary-phase particle diameters have continually decreased, from
the pellicular packings of the early 1970s to the totally porous 10-, 5-, and 3-
pm diameters of the present. Research reports now are concerned with 1-um
packings. With this decrease in particle diameter has come more stringent require-
ments for virtually all aspects of the instrumentation, including injection tech-
niques, pumping systems, and detection. Along with the greater pressure drops
required for small-diameter packings, the peak volumes can be extremely small,
which mandates careful attention to extra-column variance contributions. At vari-
ous times in the development of modern liquid chromatography, the column tech-
nology has been ahead of the instrumentation, and vice versa. Hopefully, with
the present maturity of the technique, advances will come more in parallel. Figure
11 shows a block diagram of a typical LC instrument.

A. Pumps

The high-pressure pumping system is at the heart of modern liquid chromatogra-
phy. The requirements are clear. The pump should be able to reproducibly deliver
virtually pulseless flow over a wide range of volume flow rates at pressures up
to 6000 psi; there should be a very small delay for programmed solvent changes
and the solvent contact points should be inert against pH, salt, and organic solvent
variations. An excellent chapter on liquid chromatography equipment has ap-
peared which gives a detailed discussion of the various pumping principles and
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Fig. 11 Block diagram of a liquid chromatograph.

includes an extensive listing of commercially available pumps and pertinent tech-
nical specifications (13). While constant-pressure pumps were used in the early
development of modern LC, constant-flow pumps are now virtually the only
pumps used for analytical liquid chromatography. The constant-pressure pumps
used flow rate as a variable and made the comparison of retention data difficult
at best; constant-flow pumps allow pressure to vary while maintaining a constant
flow rate, and retention volume is then exact and easily calculable.

Three popular types of pumps dominate liquid chromatography as practiced
today. The syringe pump was one of the first pumps used in the development of
modern LC, and has had a rebirth of interest which has been driven by the interest
in micro-LC and supercritical-fluid chromatography. Syringe pumps contain the
solvent in a large reservoir and the solvent is displaced by the action of a stepping
motor such that the reservoir is pressurized and the solvent is delivered to the
column at the defined flow rate. The primary disadvantage of this type of pump
is the limited volume of the syringe (solvent reservoir), which requires periodic
refilling and subsequent cessation of pumping. This problem becomes much less
objectionable with small-diameter columns, and these pumps are now often the
best choice for use with micro-LC, where they provide extremely stable flow
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rates and the syringe volume may be sufficient for an entire day of operation.
These pumps will deliver virtually pulseless flow and are ideal for detectors which
are flow-sensitive, such as electrochemical or mass spectrometric detectors. The
elimination of pulse noise serves to lower the limit of detection, and these pumps
are often the best choice for trace analysis.

Single-head reciprocating pumps are the simplest and among the most pop-
ular pumps currently used. They are generally the least expensive pumps avail-
able, and they are used heavily for quality control and routine applications. Here
a piston is driven reciprocally in a small stainless steel chamber and a check
valve serves to open the chamber to the solvent reservoir during the piston’s
“fill”” stroke, and close the path to the solvent reservoir during the ‘‘pump’’
stroke. Solvent is then drawn into the chamber by suction, and forced into the
column under pump pressure. Clearly, the single worst feature of the single-head
pump is the discontinuous pump cycle, causing serious solvent pulsations to be
delivered to the column. These pulsations are generally damped with a pulse
dampener which, while reasonably effective, adds a significant precolumn vol-
ume which slows solvent changeover and gradient formation.

Dual-head reciprocating pumps offer lower solvent pulsation at the expense
of mechanical complexity. Here two pistons fill and pump 180° out of phase and
in theory provide ‘‘pulseless’” flow. Dual-head pumps are more expensive and
have either two check valves (series heads) or four check valves (parallel heads).
Both designs generally provide for some type of pressure or flow feedback control
to further compensate for minor flow variations during switching from one head
to the next. A detailed discussion of the mechanics of these and other pumping
systems is provided elsewhere (13).

The mechanism of solvent mixing is also pertinent to the discussion of
pumping systems. Even for isocratic separations, it is generally not advisable to
premix the solvents manually and pump the resulting solvent mixture. Slight
variations in the preparation of the solvent mixture from one time to the next
can lead to slight variations in solvent strength, and selective solvent evaporation
over the duration of usage of a single solvent preparation can also cause retention
time ‘‘creep.”’” There are two popular methods for solvent mixing and gradient
formation, generally classified as low-pressure mixing or high-pressure mixing.
In a low-pressure mixing system, a proportioning valve, operated on a time base,
proportions the desired ratio of solvents, which are mixed by a static or dynamic
mixer before they are pumped. Some commercial systems are capable of control-
ling three or four different solvents, providing ease of solvent selection for
method development. Alternatively, high-pressure mixing systems use a separate
pump for each solvent, and the solvents are mixed under high pressure. Subtle
advantages and disadvantages are apparent with each system. The most obvious
problem of high-pressure mixing systems is expense. Providing a separate pump
for each solvent adds rapidly to the price of a chromatographic instrument. An
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often frustrating problem of low-pressure mixing systems is their greater suscepti-
bility to bubble formation. The individual mobile-phase components must be
thoroughly degassed before mixing, to prevent bubbles from forming at the point
of mixing and subsequently becoming trapped in the pump head. They also gener-
ally have a larger volume between the point of mixing and the top of the column.
Care must be exercised with both types of solvent mixing when proportioning less
than about 10% of one solvent. Here the proportioning valve may be operating at
such a low time rate for the minor solvent as to cause irreproducible mixing. An
equivalent problem for high-pressure mixing systems may arise when one pump
is required to pump at a flow rate lower than that required for reproducible flow.
A simple test of the accuracy and delay time of gradient formation is to spike
one solvent with a UV-absorbing compound, such as acetone, and run a slow 0—
100% gradient, following the actual formation with a UV detector.

B. Sample Introduction

An important factor in obtaining both good performance and accurate quantitative
analysis is the reproducible introduction of sample onto the top of the column.

The injection process plays an important role in determining total peak
width, as it is one of several important sources of extra-column variance. Kirkland
et al. (14) and Colin et al. (15) have addressed this problem in detail. Sternberg
(16) has shown that the variance contribution from the injection process cannot
be less than (V,;)*/12, where Vi, is the volume injected. In reality, the contribution
will always be greater than this, as this is the theoretical limit representing a
rectangular plug injection. While both syringe and valve injection methodologies
exist, syringe injection is rarely used except during studies concerning the injec-
tion process itself.

Direct syringe injection through a self-sealing septum was the first method
of sample introduction used in the development of modern liquid chromatogra-
phy, but this method has several serious drawbacks. In contrast to GC, where
direct syringe injection is the most common method, in LC the high pressures
present at the top of the column make this method of sample introduction difficult.
Generally, mobile-phase flow must be stopped and the pressure allowed to fall
to ambient before the injection can be made. Along with the obvious inconve-
nience comes other problems. Small pieces of septum are occasionally torn loose
and collect at the top of the column, causing pressure buildup. There is an inherent
loss of quantitative precision through the addition of ‘‘syringe error,”’ the impre-
cision of reproducibly injecting microliter quantities of sample; and finally, this
injection method does not lend itself to automation, making it impractical for
routine users of liquid chromatography.

By far the most common method of sample injection is through the use of
arotary valve. These are typically four- or six-port devices which allow the sam-
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ple to be loaded into an external loop, by use of a syringe at atmospheric pressure,
and subsequent activation of the valve shifts the solvent flow stream such that
the sample loop is incorporated into the flow, and the sample is delivered onto
the top of the column under pressure. A diagram of a typical injection valve is
shown in Fig. 12. These devices have a number of advantages which account
for their great popularity. The quality of the injection profile is not dependent on
operator skill as with direct syringe injection, and if the external loop is overfilled,
syringe error is eliminated. This greatly increases the precision of quantitative
analysis, and the reproducibility of the injection process is generally quoted at
=0.2%. The external loops may also be only partially filled, giving added flexi-
bility in terms of injection volume. It is here, however, that a serious mistake is
often made by those unfamiliar with the details of LC theory. The most common
injection loop volumes are from 5 to 20 pL, and analysts often fail to utilize the
variable of injection volume to improve the limit of detection. Very often much
more sample can be loaded onto the top of the column than is delivered by the
fixed-volume loops. This will be discussed in more detail in a later section. Coq
et al. (17) have investigated extra-column variance contributions from the use of
very large sampling loops, and have shown that volumes of up to several millili-
ters can be injected with variance of as little as 1.01 times the minimum if the
sampling loop is packed with glass beads. This study was concerning the injection
process only, and does not address the sample loadability of the chromatographic
column. A major advantage of the valve injectors is their ease of automation.
Microprocessor-controlled autoinjectors are now used routinely, which allows
unattended or overnight operation of the chromatograph. The rate and volume

LOAD SAMPLE INJECT SAMPLE

Fig. 12 Flow diagram of a typical LC injection valve.
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of the injection process can be programmed, including multiple injections from
the same sample vial.

C. Column Hardware

The chemistry of the separation process will be dealt with in a later section; here
we look at column configurations and dimensions. By far the most common col-
umn material is stainless steel. It is generally inert (except to acid halides) and
is able to withstand the high operating pressures necessary for the densely packed
columns. At least one column manufacturer advocates glass-lined stainless steel
columns, although the benefits of this seem small. Similarly, one manufacturer
offers radially compressed columns, which are soft-walled and are operated in
a radial compression module, where hydraulic pressure forces glycerol around
the sides of the column at a constant applied pressure. This concept reduces wall
effects and channels, thereby increasing chromatographic efficiency. This im-
provement is small, however, unless the columns are operated at the optimum
flow velocity. At velocities greater than optimum, resistance to mass transfer is
the dominant band broadening process, and the reduction in the wall effects is
inconsequential (18).

The inside diameter and length of the columns vary greatly. Commercially
available analytical columns range from 1.0 to about 8 mm in inside diameter,
and from 3 to over 30 cm in length. A survey conducted in 1994 is very illustrative
of column usage (19). From a sampling of 171 respondents, 61.2% reported using
columns with diameters of either 4.0 or 4.6 mm, and 25-cm column lengths were
the most popular for the 4.6-mm-i.d. category. Furthermore, over 71% reported
they used columns packed with 4- to 5-um stationary-phase particles. An interest-
ing observation is that the percentage of respondents reporting using columns
with internal diameters of 2.0-2.1 or 3.0 mm almost doubled to 24.2% from
1991 to 1994.

The internal diameter of the column affects several chromatographic as-
pects. In the beginnings of modern liquid chromatography there was much discus-
sion of the ‘‘infinite diameter’’ effect (20—22). Due to slow radial mass transfer,
for certain combinations of particle diameter and column diameter, solute injected
directly onto the center of a column will traverse the length of the column without
ever approaching the column walls. For poorly packed columns this significantly
increases column efficiency, by eliminating wall effects. However, for well-
packed columns the effect is rather small. The practical utilization of this phe-
nomenon also requires specialized injection apparatus and decreased column
sample capacity. For these reasons, this concept is now little discussed.

The internal diameter directly affects mobile-phase usage, sample loading
capacity, sample dilution, and peak volumes. A 2.0-mm-i.d. column will use 80%
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less solvent than one of 4.6 mm i.d., and is generally compatible with existing
equipment. A 1.0-mm-i.d. column will use 95% less solvent than a 4.6-mm-i.d.
one, but will likely require new capital equipment. This small saving in solvent
consumption in going to the 1.0-mm-i.d. column is illustrated in Fig. 13. The
fundamental equation describing retention in a chromatographic process, which
was introduced in Sec. II, is

Vr = Vm + KVA

where V, is retention volume, V,, is the mobile phase or void volume, K is the
thermodynamic distribution coefficient, and V| is the stationary-phase volume.

It is clear that as the internal diameter of the column increases, so does the
mobile-phase volume, and then the volume of mobile phase that is necessary for
any given chromatographic analysis. This affects the cost of the analysis, both
directly in increased usage of chromatographic solvents, and also through in-
creased solvent disposal cost. This cost factor is one of the primary reasons driv-
ing the interest in small-diameter columns, which will be discussed in more detail
shortly.

Sample loading is also directly affected by column diameter, as it can be
shown that (23)

Vinj max & Vf‘ (26)
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Fig. 13 Effect of column diameter on solvent consumption.
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where Vi . represents the maximum injection volume for a given tolerable loss
in resolution, and N is the column efficiency. Likewise, sample dilution and peak
volume are also affected (23),

4V, + k)
Vo= @7
and
irl_]\/1/2
, = —h_ (28)
(27'C)1/2 Vr

where V, and h, are peak volume and peak height, respectively, k” is capacity
factor, and g¢,,; is the amount injected.

The peak volume is also an important consideration when determining the
importance of extra-column band broadening processes. It is well known that

Gr2 = Gizmra + ngtra (29)

where 62 represents the variance of the chromatographic peak, with subscripts
referring to total, intra-column and extra-column processes, respectively. The
extra-column contribution is a constant amount determined by the injector, con-
necting tubing, the detector flow cell, and electronics. Clearly, the extra-column
contribution becomes more important as the peak volume becomes small. This
places severe restrictions on the design of injectors, detectors, and connections
as the chromatographic process is miniaturized. For this reason, the use of short
columns packed with 3-um particles may be best accomplished by columns of
wide diameter. Stout et al. (24) have discussed the use of 8 X 0.62 cm columns
packed with 3-um particles which provide high-speed separations with a mini-
mum of concern for extra-column contributions.

A too-often-overlooked consideration in extra-column contributions is the
diameter of the connecting tubing. Dolan (25) has thoroughly discussed the effect
of tubing on the operation and maintenance of an efficient chromatographic sys-
tem. Tables 1 and 2 show the volume of the tubing, in milliliters per centimeters
and the maximum length allowable for a 5% increase in bandwidth for several
typical dimensions.

As was shown in the survey of column usage (19), the most popular length
for analytical columns is still 25 cm, with a significant migration to 15-cm
lengths. The hesitancy to go to shorter columns is somewhat surprising. Smaller
stationary-phase particle diameters and shorter columns reduce analysis times,
solvent consumption, disposal costs, and peak volume, which translates into
higher sensitivity and lower limits of detection. A discussion of the effects of
varying stationary-phase particle diameter and column length on retention and
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Table 1 Tubing Conversions

Internal diameter

Volume
(in.) (mm)* (UL/cm)®
0.007 0.18 0.25
0.010 0.25 0.51
0.020 0.50 2.03
0.030 0.75 4.56
0.040 1.00 8.11
0.046 1.20 10.72

* Nominal value.

® Calculated from English internal diameter
measurements.

From Ref. 25.

peak volumes was given in Sec. II. A thorough comparison of the performance
and practical limitations of 3- and 5-um-diameter column packings has been per-
formed by Cooke et al. (26). They showed that, for most practical applications,
5-um stationary-phase particles are the best compromise, as going to short col-
umns with 3-um particles places severe restrictions on extra-column volumes,
detector cells, and electronics. Going to shorter columns while maintaining the

Table 2 Guide to Tubing Length and Inner Diameter

Maximum length (cm) for 5%

Column characteristics increase in band width
L (mm) d, (mm) d, (um) N 0.007 in. 0.010 in. 0.020 in.
33 4.6 3 4,400 22 9 *
50 4.6 3 6,677 33 14 *
100 4.6 3 13,333 67 27 *
150 4.6 5 12,000 167 68 *
250 4.6 10 10,000 556 228 14
250 4.6 5 20,000 278 114 *
2500 2.0 5 20,000 50 20 *
250° 1.0 5 20,000 12 * *

L = column length, d. = column internal diameter, d, = particle diameter, N = column plate number;
flow rate = 1 mL/min, except: *0.2 mL/min; * 0.05 mL/min.

* Less than 8 cm.

From Ref. 25.
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same stationary-phase diameter is often advantageous as well; shortening the
column by a factor of 2 will halve the analysis time and solvent consumption,
and will only reduce the resolution by a factor of 1.4.

The interest in small-diameter columns for liquid chromatography, with
inside diameters <1.0 mm, has waned somewhat since the early 1980s. The initial
interest in small-diameter columns was driven by the tremendous improvement in
efficiency found in gas chromatography upon going from packed to open tubular
columns. In liquid chromatography, however, many problems have prevented the
practical realization of the goals. Guiochon has shown that a packed column and
an open tubular column of the same length give approximately the same effi-
ciency and the same analysis time if the diameter of the particles in the packed
column is half the diameter of the capillary column and if both are operated at
the optimum flow velocity (27). This means that open tubular capillary columns
must be only a few micrometers in diameter just to be competitive with conven-
tional packed columns. He also showed that the speed advantage found with open
tubular columns in gas chromatography does not exist in liquid chromatography
(27). Because the liquid-phase compressibility is negligible compared to that of
the gas phase, the much larger permeability of the open tubular column has no
consequence for the average velocity at which the column is operated. For those
few separations where more than about 100,000 plates are necessary, open tubular
columns for LC do offer a permeability advantage over the linking of several
traditional packed columns. However, this technology is still far from being rou-
tine or commercially available. An excellent overview of the advantages and
technological barriers for microcolumn liquid chromatography is given by No-
votny (28).

An often-cited advantage of microcolumn LC is that of enhanced detection.
However, careful examination of these claims reveals that most often compari-
sons are made between micro- and traditional LC columns with a fixed sample
injection volume. Here there will certainly be enhanced sensitivity with the small-
diameter column, as sample dilution is proportional to the square of the inside
diameter of the column. However, if the injection volumes onto different columns
of different diameters are scaled proportionally to the square of their diameters,
then the dilution of the two samples will be equivalent (29). This means that
microcolumn LC will only offer enhanced detection sensitivity when the avail-
able sample volume is limited. A critical comparison of micro- and standard LC
columns in terms of sample detectability using UV absorbance detectors has been
made by Cooke et al. (30).

With columns of any diameter, a common problem is contamination of the
top of the column by strongly retained compounds present in the sample being
analyzed. Repeated injection of these samples can affect column performance
through changes in plate count, capacity factor, and occasionally solute selectiv-
ity. For these reasons it is advantageous to use a ‘‘guard’’ column when dealing
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with real samples. Most often the guard column is a short column, typically 1-
5 cm in length, packed with the same packing as the analytical column, and is
located between the injector and analytical column. The guard column is then
discarded and replaced at intervals dependent on the contamination level present
in the sample being analyzed. While its use slows degradation of the analytical
column, it represents a further site for sample dilution and dispersion. Kirkland
et al. have shown, with both variance calculations and experiments, that it should
be possible to use pellicular packing in the guard column without significantly
degrading the separation from the analytical column, as long as the sample is
retained to the same extent or less on the guard column compared to the analytical
column (14). A second problem which can occur with modern siliceous stationary
phases is the slow dissolution of the silica in the predominantly aqueous mobile
phases used in reversed-phase liquid chromatography. This problem can be over-
come by the use of a “‘saturator’’ column, located between the pump and injector
(31). The saturator column is filled with bare silica, of any particle diameter, and
serves to saturate the mobile phase with dissolved silicates. This greatly slows
dissolution of the analytical column and, by virtue of its placement, adds no
extra-column volume to the separation system. Guard and *‘scavenger’’ columns,
including expected lifetimes, dimensions, suggested packings, and dispersion
characteristics, have been thoroughly discussed by Dong et al. (32).

A too-often-overlooked aspect of liquid chromatography is temperature
control. While liquid chromatography is (generally) a room-temperature tech-
nique, it is a constant-room-temperature technique. As the partitioning of a solute
between the stationary and mobile phases is thermodynamically driven, changes
in temperature will affect that partitioning. This leads to changes in retention
time and peak height and possible misidentification of solute peaks. Gilpin and
Sisco (33) performed a careful study on the effects of temperature on precision
of retention measurements in both normal and reversed phase LC. They showed
that a 1°C change in temperature can result in up to a 5% change in retention
in reversed-phase systems, and in some cases 25% or more for normal-phase
systems. Chmielowiec and Sawatzky have also shown with the separation of
polyaromatic hydrocarbons that peak inversion can occur over a 5° change in
temperature (34)! Changes in solute selectivity are also possible with changes in
temperature, and this will be addressed in a later section. Poppe et al. have ad-
dressed temperature gradients which arise from viscous heat dissipation and the
effect of this on the efficiency of modern LC columns (35,36). Perchalski and
Wilder have also noted the importance of preheating the mobile phase to the
column temperature before it enters the column (37).

The method of thermostatting the column is also of interest. There are three
popular methods, each of which has disadvantages. Water jackets and circulators
are likely the best way to ensure temperature control and homogeneity, yet this
is the most inconvenient due to the necessity of locating a bulky water bath next
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to the chromatograph and running hoses to the column. Water does, however,
provide excellent heat transfer and has a high heat capacity. The mobile phase
can also be conveniently preheated by thermostatting the guard column and/or
saturator column. Column block heaters are popular commercially, yet these are
more expensive and have been reported to suffer from ‘‘hot spots’’ or uneven
heating. Block heaters also require the use of certain length columns to fit prop-
erly, without the use of lengthy connecting tubing which increases extra-column
band broadening. Finally, air baths or ovens have been popular with some manu-
facturers, yet these exhibit poor heat transfer characteristics and require lengthy
precolumn tubing to equilibrate the mobile phase to the column temperature.

D. Detectors

Detection in liquid chromatography has long been considered one of the weakest
aspects of the technique. Low concentrations of a solute dissolved in a liquid
modify the properties of the liquid to a much smaller extent than low concentra-
tions of a solute in a gas. For this reason there is no sensitive universal, or quasi-
universal, detector such as the flame ionization or thermal conductivity detectors
for GC. A comprehensive review of detectors has been published by Fielden
(38), as well as two recent books by Scott (39) and Patonay (40). The Fundamen-
tal Review issue of Analytical Chemistry, published in even-numbered years,
contains a comprehensive review of developments in instrumentation for LC,
including detection techniques.

Detectors can be broadly classified into bulk property and solute property
detectors. Bulk property detectors continuously monitor some property of the
mobile phase, such as refractive index, conductance, or dielectric constant, which
changes as solute is added to the mobile phase. Bulk property detectors have a
finite signal in the absence of a solute, and this results in two serious limitations
of these detectors. First, the addition of a low concentration of solute will add
only a small increment to what may already be a large background signal; as a
result, these detectors generally have poor limits of detection and are in general
not suitable for trace analysis. Second, as they also respond to the mobile phase,
the signal changes with changes in mobile-phase conditions, and these detectors
are largely incompatible with gradient elution techniques. Solute property detec-
tors respond to some specific property of certain compounds, such as the ultravio-
let absorbance detector. These detectors generally have much lower limits of
detection, but are applicable only to those compounds showing that specific prop-
erty. While the search for a sensitive, universal detector continues, it is likely
that this elusive detection scheme would create more problems than it would
solve! Selective detectors can be used advantageously to simplify the chromatog-
raphy in many instances; two solutes need not be separated if the detector re-
sponds only to one of them.



116 Stout and Dorsey

There are also two classifications for the response observed; some detectors
give a concentration-dependent signal, which is proportional to the concentration
of solute in the mobile phase and independent of the mobile-phase flow rate. If
the mobile-phase flow rate is stopped, the signal decreases to zero with a time
constant approximately that of the detector response time. Electrochemical detec-
tors and mass spectrometers belong to this category.

1. Figures of Merit

Before discussing the individual types of detectors, there are certain figures of
merit that are relevant to all detection techniques.

a. Sensitivity

Sensitivity is likely the most often misused word in analytical chemistry. Sensitiv-
ity refers to the response per unit concentration, not the lowest amount of solute
detectable. Sensitivity is usually determined from the slope of the calibration
curve, and is correctly reported in units of signal/amount of solute.

b. Noise

There are two types of noise relevant to chromatographic-determinations. Detec-
tor, or electrical, noise is the random fluctuation of the baseline signal in the
presence of mobile-phase flow. Noise values can be reported as either peak-to-
peak values, or as a root-mean-square (rms) value. The rms value can be esti-
mated easily as !/s the peak-to-peak value. This estimation follows from statistical
considerations; noise is a randomly occurring phenomenon, and as such the val-
ues should follow Gaussian statistics. Ninety-nine percent of the values should
then fall within the mean value *2.5 standard deviations. It has been recom-
mended that the baseline region measured be sufficiently wide as to encompass
at least 20 base widths of the analyte peak (23). The measurement of noise in
chromatographic systems has been addressed in detail (23).

Chemical noise is also present in most chemical analyses. This arises from
other solutes which give rise to a nonrandom signal at the same retention time
as the solute of interest. This noise is much more difficult to discuss and quanti-
tate, as the accurate estimation of this noise would require a true sample blank
containing the exact matrix minus the solute of interest.

c. Detection Limit

The limit of detection (LOD) is that amount of solute that can be distinguished
with some level of certainty from the baseline noise. For spectrochemical analy-
sis, the [IUPAC recommends the LOD be defined as that amount of solute giving
a signal three times the standard deviation of the blank. This can be easily calcu-
lated from
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LOD = % (30)

where S, is the standard deviation of the blank and S is the analytical sensitivity.
A tutorial on the statistical basis of this measurement has been published by Long
and Winefordner (41). Many different definitions of the LOD are found in the
chromatographic literature, which, when coupled with the chromatographic vari-
ables, makes evaluation of reported LODs extremely difficult. As well as the
inherent noise and sensitivity of the detector, for a true chromatographic LOD,
the column void volume, solute capacity factor, column efficiency, and injection
volume all play an important role, as seen in Eq. (27). The difficulties of assessing
chromatographic LOD values have been discussed by Karger et al. (29) and by
Foley and Dorsey (23).

d. Linearity

To be useful for quantitative purposes, the detector response should be linear
with amount of solute over a reasonable range of solute concentrations. Most
often the logarithm of the detector response is plotted versus the logarithm of
the amount injected, and the linear range is taken as that concentration range
over which the slope of the corresponding line is 1.00 = 0.03. However, as
Colin et al. have pointed out (13), such a plot dampens fluctuations and may be
misleading. They have recommended that a plot of the ratio of detector signal
to amount injected versus the logarithm of amount injected is much more instruc-
tive.

e. Response Time

Response time refers to the finite time a detector takes to respond to an instanta-
neous change in solute concentration in the detector cell. At least two methods
of reporting this figure of merit exist, so the analyst must compare numbers care-
fully. The time constant is the time necessary for a device to respond to 0.632
of maximum peak height after application of a step change, while the response
time is generally taken to be the time necessary for a device to respond to 0.90
of maximum peak height after application of a step change. The response time
of the detector and subsequent recording device can modify both peak shape and
peak height, causing an apparent decrease in both column efficiency and detector
sensitivity. Both theoretical and experimental treatments of this effect have been
reported (16,40,42). It is generally assumed that the detector response time should
modify the peak by <5%, and Scott (40) has shown that to meet this requirement
the maximum value of the detector time constant should be no greater than 32%
of the time standard deviation of the earliest eluting peak. For a 10-cm column,
packed with 3-pum-diameter stationary phase operating with a reduced plate
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height of 2, a solute capacity factor of 2, and a void time of 50 s, this means
that the maximum response time of the detector should be 0.37 s. Modern detec-
tors usually have a user-variable time constant, with a minimum value of 0.05 or
0.1 s; however, many older fixed-wavelength detectors have a fixed time constant,
which often exceeds 1 s. Alternatively, if the time constant is too short, the filter
is not eliminating as much noise as is desirable, and the limit of detection may
be adversely affected.

f. Cell Volume

The dimensions of the detector cell are also important for both maximum detector
sensitivity and to prevent loss of peak resolution obtained from the column. For
optical detectors it is desirable to have a long optical path length, and many
commercial detectors have a 1-cm path length while still maintaining a total cell
volume of only 8 uL. It is generally assumed that the volume of the detector cell
should be <25% of the volume of the fastest-eluting peak. For traditional 4.6-
mm-i.d. columns of 10 cm or longer, this is not difficult to achieve. However,
for short columns packed with small-diameter stationary-phase material, or for
very-small-i.d. columns, this can be a severe restriction. A good perspective on
the design of optical flow cells for traditional and small-diameter columns has
been given by Cooke et al. (30).

g.  Quantitation

There is much debate over whether peak height or peak area should be used for
quantitation. Both have their uses, and selection depends on the type of analysis
being performed. McCoy et al. (43) published the results of a cooperative study
comparing the precision of peak height and peak area measurements in liquid
chromatography. In general, for well-behaved peaks, precision of area measure-
ments is usually better than height measurements, although peak height is less
dependent on flow rate than is peak area. One of the problems affecting peak
areas is that neighboring peaks can cause band broadening, resulting in poor
resolution from other components or the solvent front. In addition, noisy baselines
can contribute to inaccurate measurements. On the other hand, variations in reten-
tion time as a result of temperature or mobile-phase composition changes will
affect peak height measurements, as peaks become broader and shorter with in-
creasing k” values. Another problem causing peak height variation occurs when
columns degrade and the plate count decreases.

Another issue concerning quantitation of chromatographic peaks is which
method of integration should be used. Papas and Delaney (44,45) have evaluated
chromatographic data systems, and Papas and Tougas (46) have examined the
accuracy of peak deconvolution algorithms within chromatographic integrators.
The most reliable and simple peak area deconvolution methods found were the



High-Performance Liquid Chromatography 119

tangent skim (TS) method and the perpendicular drop (PD) method, even though
both are inherently inaccurate. When the resolution of two overlapping tailed
peaks decreases, the PD method becomes very inaccurate for the smaller peak;
dropping a perpendicular makes the smaller peak grossly overestimated, whereas
the larger peak is underestimated. Criteria for deciding whether to use either
tangent skim or perpendicular drop are not well defined. A general rule of thumb
employs the peak height ratio, and a value of 10:1 has been suggested as the
decision point. Very real and large differences in decision criteria exist among
manufacturers, leading to large differences in peak quantitation. Any given exam-
ple of overlapping peaks would be deconvoluted differently by different integra-
tion systems, leading to potentially large discrepancies not attributed to the physi-
cal separation.

2. Ultraviolet-Visible Absorbance Detectors

UV-visible detectors were among the first detectors utilized for liquid chromatog-
raphy and remain by far the most popular. There are now three popular types of
UV-visible detectors: fixed-wavelength detectors which operate from a discrete
source, variable-wavelength detectors which utilize a continuum source and a
monochromator, and rapid-scanning detectors which are generally based on a
linear photodiode-array light detector. A survey (47) reported that in 1985, 78%
of respondents reported using a variable-wavelength detector, and 18% reported
the use of a diode array, although both of these figures are almost assuredly much
higher now. Unfortunately, this was the last survey run by LC-GC, and another
would be very revealing.

A fixed-wavelength detector will generally offer lower limits of detection
than a variable-wavelength detector operated at the same wavelength. The 254-
nm detector is almost ubiquitous; the use of a low-pressure mercury lamp gives
a very strong source at 253.6 nm, and with the use of a silicon photodiode light
detector gives a very inexpensive detector with high signal-to-noise ratio. The
inherent sensitivity of this detector makes it useful for virtually all organic com-
pounds with any degree of conjugation or other chromophore. This detector can
also be used at other wavelengths by filtering the emission source to give other
lines, or even using phosphor screens to give lines not available from mercury.
These other wavelengths will have significantly lower signal-to-noise ratios, how-
ever. The American Society for Testing and Materials (ASTM) has developed
a standard practice for testing fixed-wavelength detectors (ASTM E685) (48).
However, not all important criteria are included. Larkins and Westcott have com-
pared several commercially available UV detectors using an otherwise identical
chromatographic system and found significant differences in apparent column
efficiency due to differences in detector design which contribute to extra-column
band broadening (49). Results of a cooperative study on the precision of LC
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measurements at low signal-to-noise ratios have shown that the best overall preci-
sion is noted for peak area measurements (as compared to peak height) with
fixed-wavelength detectors (as compared to variable wavelength) (50).

The popularity of variable-wavelength detectors has increased greatly, both
due to improved sensitivity from operating at the wavelength of maximum ab-
sorbance of the solute of interest, and also due to the ability to operate at wave-
lengths where other solutes will not absorb. Perhaps the greatest operating diffi-
culty with these detectors is the somewhat limited lamp lifetime, especially when
compared to the low-pressure mercury lamp used in the fixed-wavelength 254-
nm detector.

The most information rich of these detectors is the photodiode array. Here
entire spectra are collected simultaneously over some desired wavelength range,
which offers several advantages. First, every compound can be quantitated at its
wavelength of maximum absorbance, which can offer advantages for trace analy-
sis. Second, compounds not resolved chromatographically can sometimes be re-
solved spectrally; arguably, no area has benefited from the application of chemo-
metric techniques as much as has LC with photodiode array detection. Finally,
the molecular absorption spectrum can be used for peak identification and peak
tracking. These detectors have been increasing rapidly in popularity, not because
of improvements in the detectors themselves, but rather because of improvements
in the software available for post-run data manipulation. Castledine and Fell pub-
lished a review of various strategies for peak-purity assessment in LC using
photo-diode array detection (51). Figure 14 shows a typical three-dimensional
chromatogram, absorbance versus time, as generated by a diode array detector.

3. Refractive Index Detectors

Refractive index (RI) detectors were reported used by 37% of the respondents to
the detector survey (47). These are clearly the most popular of the truly universal
detectors. Dark has published a review of the evolution of both UV-visible and
refractive index detectors (52). RI detectors are an excellent example of the prob-
lems facing universal detectors. They respond to changes in the refractive index
of the mobile phase, and this changes not only with solute concentration, but
also with temperature, pressure, dissolved gases, and changes in mobile-phase
conditions. Therefore, they are generally applicable only for isocratic separations,
and to be operated at maximum sensitivity they need careful temperature and
flow control. Modern detectors can respond to changes in the index of refraction
as low as 1 X 107® refractive index units, which should be compared with a
change of 4 X 107 for a temperature change of 1°C and 4 X 107° for a pressure
change of 1 atm. Clearly, this can be the cause of great frustration! Three general
designs are employed in commercial instruments, and a good description of each
is given by Yeung and Synovec in a tutorial on advances in LC detection (53).
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Fig. 14 3-D chromatogram from a diode-array UV absorption detector: (a) blended veg-
etable oil; (b) the blended vegetable oil after reaction with a resole phenolic resin. (From
N Hessefort, M Hedstrom, W Greive. LC-GC 7:130, 1989. Reprinted courtesy of Aster
Publishing Company.)
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RI detectors are highly useful for preparative chromatography, where they
can be operated at low sensitivity, and for polymer or macromolecular separa-
tions, where the change in refractive index from that of the mobile phase will
be great, even for low concentrations of solute.

4. Fluorescence Detectors

Fluorescence detectors were reported used by 31% of the respondents to the sur-
vey (47). The fluorescence detector is a near-ideal detector for those solutes that
exhibit molecular fluorescence. It exhibits excellent limits of detection because
of near-zero signal in the absence of a fluorescing solute, it is highly selective,
and, through the use of a photodiode-array light detector, it can give additional
structural information about the solute. Commercial fluorescence detectors gener-
ally provide detection limits about 100 times lower than commercial absorption
detectors. Many biologically active compounds, pharmaceutical products, and
environmental contaminants are naturally fluorescing. In addition, many derivati-
zation schemes exist to add a fluorophore to a nonfluorescing solute. A review
of luminescence detection, including chemiluminescence and postcolumn deriv-
atization techniques, has been published by Brinkman et al. (54).

The design of commercial fluorescence detectors generally follows one of
three directions. The simplest and least expensive instrument uses a low-pressure
mercury lamp as an excitation source, and the total luminescence is then collected
at a right angle to the line of excitation. More complicated (and expensive) instru-
ments add either one or two monochromators to select the excitation and emission
wavelengths. With one monochromator, the excitation wavelength is chosen, and
the emission wavelengths are selected with the use of a cutoff filter. Alternatively,
two monochromators can be used to select both the excitation and emission wave-
lengths. Clearly, added selectivity comes with additional control of excitation
and emission wavelengths. Some commercial detectors allow programming of
the emission wavelength to select the appropriate wavelength for each eluting
solute.

Laser excitation for fluorescence detection has received much research in-
terest, but as of yet there is no commercially available instrument. Fluorescence
intensity increases with excitation intensity, and it is generally assumed that laser
excitation would then offer improved limits of detection. However, as Yeung
and Synovec have shown, various types of light scattering, luminescence from
the flow cell walls, and emission from impurities in the solvent all increase with
source intensity as well, yielding no net improvement in signal-to-noise ratio
(53). Where laser excited fluorescence may prove useful is for the design of
fluorescence detectors for microbore packed and open tubular LC columns, where
the laser source can be focused to a small illuminated volume for on-column
detection.
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Spectroscopists have shown many powerful variations on the fluorescence
experiment, which can generate additional selectivity and structural information.
These include two-photon excitation (55); supersonic jet expansion (56); con-
stant-energy synchronous fluorescence, where the excitation and emission mono-
chromators are scanned synchronously to maintain a constant energy difference
(57); and pulsed excitation for the real-time measurement of fluorescence life-
times (58). However, it is far from certain that these techniques will ever be
useful for the practicing analyst.

5. Electrochemical Detectors

Electrochemical detectors were reported used by 21% of the respondents to the
detector survey (47). Electron transfer processes offer highly sensitive and selec-
tive methods for detection of solutes. Various techniques have been devised for
this measurement process, with the most popular being based on the application
of a fixed potential to a solid electrode. Potential pulse techniques, scanning tech-
niques, and multiple electrode techniques have all been employed and can offer
certain advantages. Two excellent reviews of electrochemical detection in flow-
ing streams have appeared (59,60), as well as a comprehensive chapter in a series
on liquid chromatography (61).

This technique has increased rapidly in popularity over the past several
years. In certain situations an electrochemical detector can offer picogram limits
of detection. Furthermore, it is one of the few detectors that is easily adaptable
for use with microcolumns. White et al. have shown the feasibility of using a
single carbon fiber as the working electrode inserted into the end of a 15-um-
i.d. capillary column (62,63). Slais has reviewed the use of electrochemical detec-
tors with low-dispersion (microbore) columns (64).

The early development of electrochemical detectors was driven by the need
for increased sensitivity for certain neurotransmitters. The commercialization of
the technique was an entrepreneurial effort by Peter Kissinger, one of the early
developers, who was quoted as saying, ‘“We were essentially willing to give the
technology away for free to any company that would commercialize it, but at
the time nobody wanted it”” (65).

By far the most popular of the electrochemical detection techniques is am-
perometric detection. Here a fixed potential is applied to the electrode, most often
glassy carbon, and a solute which will oxidize (or reduce) at that potential yields
an output current. Very little of the solute species, often less than 10%, is involved
in the actual electron transfer process. A second method is coulometric detection.
Here 100% of the solute species is converted, which offers advantages of no
mobile-phase flow dependence on the signal and absolute quantitation through
Faraday’s law, but a large-area electrode must be used. This then makes the
electrode much more susceptible to fouling, and offers no improvement in signal-
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to-noise ratio. While more of the solute species is converted, the larger electrode
area contributes proportionally more noise as well.

The efficient use of an electrochemical detector is somewhat more compli-
cated than the popular spectroscopic detectors. Knowledge of the oxidation (or
reduction) potential of the solute(s) of interest is necessary, but this is best esti-
mated from the chromatographic system. Generally a hydrodynamic voltammo-
gram is prepared, a plot of peak current versus potential, and the potential is set
at the lowest potential that will yield an acceptable signal. Lower operating poten-
tials give lower noise and better selectivity against other solutes present. Oxida-
tive electrochemistry is the most convenient, and by far the most popular. Reduc-
tive electrochemistry adds complications, as trace amounts of metal ions present
from the chromatographic system, hydrogen ion, and dissolved oxygen are all
easily reducible, and contribute to background noise. For this reason, to operate
near the limits of detection, it is necessary to replace all Teflon tubing in the
chromatographic system with stainless steel and vigorously deaerate the mobile-
phase supply.

There are two popular designs for the flow cells, a thin-layer design and
a wall-jet design, both shown in Fig. 15. The potentiostats are generally of the

Reference

LC Column

Auxiliary

Waste

A B

Fig. 15 Amperopetric electrochemical detector cells: (a) thin-layer design; (b) wall-jet
design. Legend: (1) inlet from column; (2) working electrode; (3) cell block; (4) passage
to reference electrode; (5) to counter electrode.
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three-electrode design to ensure a constant potential on the working electrode.
As background noise is dependent on mobile-phase conditions, it is difficult to
utilize these detectors with gradient elution separations.

6. Conductance Detectors

Conductance detectors were reported used by 15% of the respondents to the de-
tector survey (47). The measurement of electrical conductance is a subset of
electrochemical detectors, although it is generally considered separately since it
is a non-Faradaic electrochemistry; that is, no electron transfer reaction takes
place. Conductance is one of the oldest of the LC detection techniques and is a
universal technique for ionic solutes. Conductance detection went through a pe-
riod of low popularity because of the difficulty of detecting a low concentration
of an ionic solute in the presence of a highly conducting mobile phase. The popu-
larity of the technique has increased dramatically since the introduction in 1975
of a postcolumn method of removing the background conductance from the mo-
bile phase (66). This technique has since become known as ‘‘ion chromatogra-
phy,”” and will be discussed in a later section. Electrochemical detectors for ion
chromatography, including conductance detectors, have been reviewed by Jandik
et al. (67). This reference also includes an excellent discussion of cell designs,
development of electronic measurement circuitry, and temperature effects.

7. Postcolumn Reaction Detection

Postcolumn reaction detection was reported used by 9% of the respondents to
the detector survey (47). The most popular LC detectors are solute property detec-
tors. From a cursory glance at the popular detection techniques already discussed,
it is apparent there are many classes of important compounds for which there is
no sensitive solute-property detector. For this reason, many types of postcolumn
chemistries have been devised to derivatize separated solutes to form a detectable
species. Postcolumn reaction detection has been thoroughly reviewed (68,69).

Derivatization reactions can be performed either pre- or postcolumn. As
outlined by Brinkman, there are important advantages to using the postcolumn
techniques whenever possible (68). First, the analytes can be separated in their
original form, which often permits the adoption of published separation proce-
dures. Second, artifact formation is generally not a serious problem, in contrast to
precolumn derivatization, where it increases the separation difficulty and causes
problems with quantitation. Third, the reaction does not need to be complete and
the reaction products need not be stable; the only requirement is reproducibility.
Several reaction principles have been extensively applied. These include true
chemical derivatization such as with dansyl chloride or o-phthalaldehyde; UV
irradiation, which can convert the analyte of interest into a more easily detectable
species; solid-phase reactions, including catalytic reactions such as with the use
of immobilized enzymes; and chemiluminescence techniques.
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8. Hyphenated Techniques

Hyphenated detection schemes generally involve the coupling of a spectrometric
technique which can offer structural elucidation information. Easily the most
heavily applied of this group is LC coupled with mass spectrometry. LC—-MS
has proven to be a much greater challenge than was originally thought. There
are at least four different commercially available schemes for interfacing these
two seemingly incompatible instruments; unfortunately, none of them seems to
be universally applicable to all separation processes. Garcia and Barcelo have
provided a good discussion of the possible interfaces (70). Other molecular spec-
troscopic techniques that have been extensively utilized are FT-IR (71) and NMR
(72). While the information content of these combinations is exceedingly high,
the coupling of the instruments is not trivial. Generally, compromises must be
made in the performance of either the chromatographic system or the spectro-
scopic system. LC—MS is the subject of the following chapter in this volume.

9. Other Detection Techniques

Virtually every imaginable (and even some unimaginable!) instrument has been
utilized as a detector for liquid chromatography. Most of these have been nothing
more than research curiosities; many have not exhibited the low limits of detec-
tion or the small cell volume necessary for a popular, useful detection technique.
The reader is encouraged to consult the latest issue of the Fundamental Review
issue of Analytical Chemistry, published in June of even-numbered years, for a
thorough review of detection schemes.

IV. SEPARATION MODES

The heart of liquid chromatography lies in the highly selective chemical interac-
tions that occur in both the mobile and stationary phases. It is now possible to
rapidly separate compounds whose difference in free energy of transfer between
the mobile and stationary phases is only a few calories per mole. Columns exhib-
iting virtually every type of possible selectivity exist—from shape selectivity to
charge selectivity to size selectivity to enantio-selectivity. It is also possible to
generate additional selectivity through clever manipulations of the mobile phase;
additives that interact with the solute in the mobile phase can create unique selec-
tivities in columns that do not show that type of selectivity.

Most LC stationary phases are now either bare of surface derivatized micro-
sporous silica particles of 10, 5, or 3 wm in diameter. These small-diameter pack-
ings provide very high efficiencies due to rapid mass transfer, in contrast to the
much larger pellicular packings of the 1970s. In a survey of column usage taken
in 1994, 24.6% of respondents reported using 1-3 wm materials; 71.3% reported
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using 4-5 wm materials, and 26.3% reported using 6—10 wm materials (19). One-
micrometer nonporous packings have been reported in the literature, although
there are many practical barriers to their routine use, including extremely small
peak volumes, and viscous heating of the stationary phase from the mobile-phase
flow (73).

A. Adsorption Chromatography

Adsorption, or liquid—solid chromatographys, is the oldest of the chromatographic
separation techniques, and was the workhorse of chromatography until the devel-
opment of derivatized silicas. In the survey of column usage, adsorption chroma-
tography was reported used by only 8.8% of respondents to the 1994 survey (19).
The two most common adsorbents are silica gel and alumina, with silica being
by far the most popular. Porous carbon also enjoys some popularity, but remains
largely the research object of a few academic groups. Chromatography on silica
and alumina stationary phases has been well treated by Engelhardt and Elgass
(74), chromatography on carbon has been reviewed by Unger (75), and the use
of alumina in liquid chromatography has been discussed by Billiet et al. (76). A
comprehensive book on porous silica and its properties and use as a chromato-
graphic stationary phase has been published by Unger (77).

This mode of chromatography with polar stationary phases and nonpolar
mobile phases is known as ‘‘normal-phase’’ chromatography, and is so named
because it was the chromatographic technique originally described by Tswett. It
is best suited for the separation of polar compounds, but has fallen into disfavor
because of several rather serious drawbacks. First, irreversible adsorption is an
unpredictable but often encountered event. The adsorption sites on silica and
alumina are not energetically homogeneous, and adsorption of solute onto the
strongest of these sites can lead to extreme peak tailing, or even irreversible
adsorption. Second, day-to-day reproducibility of retention times is often poor.
Since the stationary phase is polar, the strongest mobile phase is a polar solvent.
This means that any variation in water content of the mobile phase can cause
dramatic differences in retention, and as the water content of typical organic
solvents can vary even with room humidity, it is extremely difficult to control.
Along with this change in solvent strength comes an even more serious problem.
The additional water content of the mobile phase can also lead to a change in
the activity of the silica or alumina stationary phase. Caude and Rosset et al.
have extensively studied the influence of water on retention data in liquid—solid
chromatographic systems and found in one instance that capacity factors changed
by up to one order of magnitude as the water content of the mobile phase changed
from 100 to 600 ppm (78-80).

Nevertheless, there are still applications where adsorption chromatography
will perform better than other separation techniques. These include class separa-
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tions, isomeric separations, and especially preparative-scale separations. Here,
the economy of the silica or alumina packings is a very powerful advantage.

Retention mechanisms of adsorption chromatography have been exten-
sively studied. There are two popular models for this process. The ‘‘displacement
model,”” originally proposed by Snyder, treats the distribution of solute between
a surface phase, usually assumed to be a monolayer, and a mobile phase as a
result of a competitive solute and solvent adsorption. A treatment of this model,
including the significance of predictions of solvent strength and selectivity in
terms of mobile-phase optimization strategies, has been published by Snyder (81).

Alternatively, Jaroniec and Martire have described liquid—solid chromatog-
raphy in terms of classical thermodynamics (82). They show that a rigorous con-
sideration of solute and solvent competitive adsorption in systems with a nonideal
mobile phase and a surface-influenced nonideal stationary phase leads to a gen-
eral equation for the distribution coefficient of a solute involving concurrent ad-
sorption and partition effects. This equation is phrased in terms of interaction
parameters and activity coefficients, which would need to be evaluated or esti-
mated in actual applications.

B. lon-Exchange Chromatography

Ion-exchange chromatography was reported used by 12.1% of the respondents
to the 1994 survey (19). This method of separation has seen a large resurgence
of interest since the development of postcolumn methods for removing the back-
ground electrolyte, allowing sensitive detection of trace levels of analytes (66).
This “‘new’’ technique of ion chromatography has been reviewed by Dasgupta
(83) and covered extensively in a revised book (84). Ion exchange was first recog-
nized as a means of chemical analysis in 1947. At the National Meeting of the
American Chemical Society in New York City there was a symposium in which
reports were given of the separation of the rare-earth elements on columns of
ion-exchange resins, research that had been done under wartime secrecy in the
Manhattan Project. The fission of uranium produced all of the rare-earth elements,
and they had to be separated; G. E. Boyd and his associates suggested ion ex-
change for this purpose (85). This was an especially challenging task, as the
lanthanide contraction gives these elements highly similar charge-to-size ratios.
With modern ion-exchangers, this separation can be performed in less than 30
min. Figure 16 shows a separation in less than 20 min which originally took
hours to perform (86).

Ton-exchange chromatography involves the reversible exchange of ions be-
tween mobile and stationary phases. The stationary phase has charge bearing
functional groups, with the most common mechanism being simple ion exchange.
The sample ion is in competition with the mobile-phase ion for the ionic sites
on the ion exchanger. Simple ion-exchange separations are based on the different
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Fig. 16 Separation of the lanthanide ions on 5-um Nucleosil SCX. (From Ref. 86. Re-
printed courtesy of American Chemical Society.)

strengths of the solute-ion/resin-ion pair interactions. Traditional ion exchangers
are polystyrene resins which have been cross-linked with divinylbenzene and
then sulfonated to form strong acid cation exchangers, or quaternized to form
strong base anion exchangers. Silica gel which has been surface derivatized to
give exchangeable groups is also highly popular as a stationary-phase material.
These will be discussed in more detail in the section on bonded-phase chromatog-
raphy. Other support materials, such as alumina, agarose, and polymethacrylate,
have all received recent research interest, as there are large differences in the
ion-exchange properties of macromolecules, such as proteins, on sorbents based
on these supports.

The technique of ‘‘ion chromatography’ was originally developed by
Small et al. (66) to allow the use of conductivity detection at high sensitivity.
Conductivity is a universal detection technique for ions, but the large concentra-
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tion of ions present in the mobile phase made it difficult to detect low concentra-
tions of an ionic solute. Using a “‘stripper column’’ that was opposite in charge
to the analytical column, they developed separation chemistries in which the mo-
bile-phase ion would exchange onto the stripper column and the ion released
would form water. For example, for cation analysis, HCI could be used as the
mobile phase, and the stripper column would be an anion exchanger in the OH™
form. Then the pertinent reaction would be

HCI1 + resin OH™ — resin CI- + HOH 3D

While the original technique required occasional regeneration of the strip-
per column, new membrane suppressers allow continuous regeneration. Sup-
pressed-ion chromatography has been patented; therefore other companies have
developed highly sensitive methods of conductivity detection that are not based
on removal of the background electrolyte. These rely on both electronic suppres-
sion of the background conductivity and on the development of very-low-capacity
ion-exchange resins which permit the use of dilute electrolyte solutions as the
mobile phase. These systems still exhibit somewhat poorer limits of detection
than the suppressed methods.

Ion-exchange packings can also be used to separate neutral and charged
species by mechanisms other than simple ion exchange. Furthermore, since ion
exchange can be performed under conditions approximating physiological condi-
tions, it has become an important technique in the purification of biological mac-
romolecules. The reader is encouraged to consult the latest Fundamental Review
issue of Analytical Chemistry for the most recent advances in these areas.

C. Size-Exclusion Chromatography

Size-exclusion chromatography (SEC) was reported used by only 8.5% of the
respondents to the 1994 survey (19). This is somewhat surprising in view of the
large polymer and biotechnology industries, and may reflect the fact that many
practitioners of this technique do not consider themselves ‘‘chromatographers,’’
and either did not respond or were not included in the survey mailings. An excel-
lent if somewhat dated book is available on SEC (87).

Size-exclusion chromatography is fundamentally the easiest mode of chro-
matography to understand and perform. The technique is known by many names,
gel permeation, gel filtration, and steric exclusion to name a few, and is applicable
to a wide range of materials covering both high and low molecular weight. It is
unique among all of the LC techniques in that separation is from purely entropic
forces. There should be no enthalpic contribution to retention. In other words,
interactions such as adsorption, ion exchange, and partitioning should be absent
in the ideal size-exclusion system.
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Exclusion columns contain porous particles with different pore diameters.
A solute injected onto such a column will diffuse into those pores that have a
diameter greater than the effective diameter of the solute, and the effective diame-
ters of the various solutes control elution order. The component with the largest
effective diameter will elute first, since as this diameter gets larger the number
of pores that it can fit into decreases. Thus, if a molecule is of such a diameter
that it cannot diffuse into any of the pores, it is defined as totally excluded and
will be unretained, so it will elute with the void volume of the column. A solute
that is capable of diffusing into all the pores is said to totally permeate the pack-
ing. A solute of this type will require a much larger volume of solvent to achieve
elution. Separation of components may be achieved if they elute with a retention
volume between V, and the total permeation volume.

The selection of the pore size of the packing generally depends on the size
of the solute molecules to be separated. Each size-exclusion packing of different
pore size will have its own calibration curve, or plot of molecular size versus
elution volume. Neither the exclusion limit nor the permeation limit is sharply
defined, because the pores of the packing do not have a narrow distribution of
sizes around the limits. If the pore distribution is wide, the curve will have a
steep slope, large-molecular-weight operating range, but poor resolution for spe-
cies close in size. If the pore distribution is narrow, the curve will be flatter, with
good resolution of molecules of closely related size, but a small-molecular-weight
operating range.

One of the most serious disadvantages of SEC is limited peak capacity;
that is, only a few separated bands can be accommodated within the total chro-
matogram, as all peaks must elute between the total exclusion volume and the
total permeation volume.

There are two popular stationary-phase materials. Polystyrene—divinylben-
zene resins are useful materials, and the pore size can be easily controlled by the
amount of divinylbenzene crosslinking. Silica and derivatized silica are also
heavily used, and provide better mechanical rigidity. The problem with these and
all packings used for SEC is to find a material that will be truly inert to all
chemical interactions with the solutes.

D. Bonded-Phase Chromatography

Early in the development of modern liquid chromatography, attempts were made
to adjust the stationary-phase chemistry in a fashion analogous to gas chromatog-
raphy; that is, viscous organic liquids were physically coated onto an inert sup-
port. This proved highly frustrating for routine users and researchers alike. While
there were many commercially available liquids for use as phases, the inability
to keep a constant amount of the liquid coated on the support led to extremely
poor reproducibility. Even when the mobile phase was presaturated with the or-
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ganic liquid to slow dissolution, the shear forces of the liquid mobile phase rush-
ing past the immobile supports were enough to physically strip the liquid from the
support. Liquid—liquid chromatography is now practiced by only a few research
groups.

In the late 1960s the technology was developed to chemically bond func-
tional groups onto spherical silica particles, and these ‘‘bonded phases’ provided
the efficient, highly reproducible stationary phases needed for liquid chromatog-
raphy to gain acceptance as a routine method of analysis. Interesting perspectives
on the early development of bonded phases can be found in a book devoted to
the history of liquid chromatography (88). A recent tutorial on bonded phases,
and the remaining challenges in both normal and reversed-phase bonded-phase
chromatography was published by Dorsey and Cooper (89).

The synthetic technology for preparing these bonded phases has advanced
greatly since their first introduction. Early problems with a lack of reproducibility
from column to column, even from the same manufacturer, have largely been
solved. This irreproducibility was a result of many factors, including poor control
of the physical and chemical properties of the initial silica as well as the bonding
reaction. Realization of the importance of the starting silica material has led many
column manufacturers now to make their own starting silica. It is now generally
assumed that commercial columns from the same manufacturer should give reten-
tion variations of <5%. Variation from one manufacturer to another, however,
may be dramatic. Differences in synthetic methodology and in starting silica both
play a role in the retention properties.

It is not within the scope of this chapter to provide a comprehensive discus-
sion of silica gel chemistry. An excellent treatise is available (77). The parameters
that most significantly affect bonding chemistries and solute retention properties
are surface area, pore volume, pore diameter, trace metal impurities, and thermal
pretreatments. Both Sander and Wise (90) and Sands et al. (91) have studied the
effect of pore diameter and surface treatment of the silica on bonding reactions.
Boudreau and Cooper (92) have studied the effects of thermal pretreatments at
180, 400, and 840°C on the subsequent chemical modification of silica gel, and
showed that thermal pretreatment at temperatures >200°C can produce more
homogeneous distribution of ‘‘active’” silanols which are available for subse-
quent derivatization.

An extremely thorough review of bonded phase has been published by
Sander and Wise (93). By far the most popular synthetic scheme for the prepara-
tion of bonded phases involves the aptly named ‘‘monomeric reaction.”” Here a
functionalized silane with a single leaving group is reacted with silica to form a
siloxane bridge. The generalized reaction is depicted in Fig. 17. The primary
advantage of monomeric stationary phases is that they provide a very well-
defined single layer of coverage of the silica surface. With careful control of the
reaction conditions, the end product is very reproducible in terms of bonding
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Fig. 17 Generalized bonding reaction for derivatization of silica surface by alkylsilanes.
X = leaving group. R” and R are any desired functionalities; R is typically methyl, and
R is Cg, Cyg, etc.

density of the grafted groups. The most popular leaving group is chloride, al-
though methoxy, ethoxy, and dimethylamino groups, among others, have also
been used. The most common reaction involves slurrying the starting silica with
a functionalized dimethylchlorosilane in a suitable solvent such as toluene along
with an “‘activator’” or scavenger base and refluxing for several hours. Some
manufacturers, for some bonded phases, then use a second silanization reaction
with a trimethylchlorosilane to react with as many remaining hydroxyl sites as
possible. This ‘‘end-capping’’ reaction is to prevent hydrogen-bonding solutes
from interacting with these remaining hydroxyls and causing a mixed retention
mechanism.

If a di- or trireactive silane is used in the synthetic scheme, a more complex
surface chemistry results. These phases are generally referred to as ‘polymeric
phases.”” In this case, there are a number of possibilities for reaction sites. The
silane may simply anchor at two (or three) silica surface sites and still yield only
a single layer of surface coverage. More likely, however, one or more of the
leaving groups on the silane will hydrolyze and then react with other leaving
groups to form a polymeric network extending out from the silica surface. This
polymerization reaction may occur in solution before bonding to the silica sur-
face, after the silane has already been bonded to the surface, or both. Both the
extent of cross-linking and the amount of silane bonded to the surface are very
sensitive to the reaction conditions. Early work with polymeric phases led to a
belief that they were irreproducible and generally showed poor stationary-phase
mass transfer characteristics. The reactions are, however, simpler to run, and for
this reason polymeric phases have continued to be commercially available. While
the polymeric phases do result in a higher carbon content, or more bonded
“‘mass,”’ they are still not free from the secondary interaction of solutes with
residual hydroxyl sites. While the silica surface may be totally protected, hy-
droxyl sites will often occur on the ‘‘last’” silanes in the polymeric network from
hydrolysis of the leaving groups. Sander and Wise (94) have shown that poly-
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meric phases can be made reproducibly when reaction conditions are carefully
controlled. Using a single lot of silica and carefully controlling the water content
in the reaction mixture, they reported the preparation of a polymeric phase with
a relative standard deviation of only 0.96% in surface coverage over four trials.

This bonding technology has the advantage of being able to ‘‘tailor’” the
surface chemistry of small-diameter silica particles to give virtually any desired
interaction. There are reports in the literature of virtually every conceivable func-
tional group being bonded to the surface, both alone and in mixtures to give
mixed interaction phases. While this seems ideal, the bonded phases suffer from
one serious flaw: they have only a limited pH stability. At pH < 2.5, the Si—C
bond is cleaved, and at pH >7.5 soluble silicates are formed, and the column
material actually begins to dissolve! High pH can be tolerated, if absolutely neces-
sary, by placing a silica ‘‘saturator’” column between the pump and injector. This
sacrificial column serves to saturate the mobile phase with soluble silicates, so
that the analytical column is preserved.

1. Normal-Phase Chromatography

Bonded-phase columns in the normal mode were reported used by 14.1% of the
respondents to the 1994 survey (19). The term ‘‘normal-phase’’ chromatography,
sometimes referred to as ‘‘straight phase,”” defines the chromatographic condition
that retention of solutes decreases with increasing solvent polarity. That is, the
stationary phase is (usually) more polar than the mobile phase. The types of
solutes amenable to this separation mode are generally polar solutes, with the
order of retention and types of separations being quite similar to those of adsorp-
tion chromatography. The stationary phases are typically formed with a propyl
spacer away from the siloxane bridge, terminating in an appropriate polar func-
tionality. The most common terminating groups are —CN, —NH,, and —(OH),.
An overview of retention on bonded-phase, normal-phase packings has been pro-
vided by Snyder (95).

Normal-phase, bonded-phase columns offer a number of advantages com-
pared with traditional adsorption chromatography. These all arise from the ener-
getic nonhomogeneity of the hydroxyl sites on bare silica. The most ‘‘active’’
sites on bare silica can lead to irreversible adsorption, peak tailing, and slow
equilibration with changing solvent systems in adsorption chromatography. How-
ever, during a surface derivatization, it is these highly energetic hydroxyl sites
which react first with the derivatizing agent. This means that the remaining unre-
acted hydroxyls are the weakest, and cause little interference with the separation.
Irreversible adsorption is seldom a problem with bonded-phase columns. Control
of water content is not as crucial; while water will still modify the mobile-phase
strength, it will not cause deactivation of the stationary phase as with bare silica
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or alumina. Finally, solvent reequilibration is much more rapid, which means
that gradient elution techniques can be used advantageously.

A wide choice of solvents and columns is available to effect separation.
The selectivity of both the mobile and stationary phases have been approached
from a logical perspective. Snyder first proposed classifying solvents into a ‘sol-
vent selectivity triangle,”” based on their proton donating, proton accepting, and
dipole interaction abilities (96), shown in Table 3 and Fig. 18. To effect a change
in selectivity on a particular column, the goal is to investigate solvents from as
near the apices of the solvent selectivity triangle as possible. Using hexane
as the carrier, or weakest solvent, Glajch et al. (97) recommended chloroform as
the best proton-donating solvent, methylene chloride as the best dipole interaction
solvent, and ethyl ether, or methyl-tert-butyl ether as the best proton-accepting
solvent. Figure 19 shows the location of the recommended solvents for both nor-
mal- and reversed-phase chromatography.

The specific chemical interactions from the stationary phase have been ap-
proached in the same manner. Snyder (95) first proposed that the three types of
bonded phases should provide maximum differences in selectivity. He assigned
the amino-phase to group I, the cyano- phase to group VI, and the diol-phase
to group IV. Cooper and Smith (98,99) have extensively studied the three
common types of normal-phase, bonded-phase columns and, using extended solu-
bility parameters, have experimentally located the three columns on a stationary-
phase selectivity triangle, shown in Fig. 20. Both the amino-phase and the cyano-
phase fall near the predictions; however, the diol-phase shows significantly less

Table 3 Classification of Solvent Selectivity

Group Solvent

I Aliphatic ethers, tetramethylguanidine, hexamethyl phosphoric acid amide (tri-
alkyl amines)

II Aliphatic alcohols

111 Pyridine derivatives, tetrahydrofuran, amides (except formamide), glycol
ethers, sulfoxides

v Glycols, benzyl alcohol, acetic acid, formamide

\Y% Methylene chloride, ethylene chloride

VI (a) Tricresyl phosphate, aliphatic ketones and esters, polyethers, dioxane

(b) Sulfones, nitriles, propylene carbonate

VI Aromatic hydrocarbons, halo-substituted aromatic hydrocarbons, nitro com-
pounds, aromatic ethers

VIII Fluoroalkanols, m-cresol, water (chloroform)

From Ref. 96.
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PROTON ACCEPTOR

PROTON DONOR x DIPOLE INTERACTION

Fig. 18 Snyder solvent selectivity triangle for solvents of Table 3.

PROTON ACCEPTOR

PROTON DONOR DIPOLE INTERACTION

Fig. 19 Selectivity triangles for preferred solvents in reversed-phase and normal-phase
chromatography: -------- , reversed phase; ----------- , normal phase. (From Ref. 97. Re-
printed courtesy of Elsevier Scientific Publishers.)
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Fig. 20 Stationary-phase selectivity triangle. Circles represent expected locations based
on solvent selectivities; I, amino (pure proton donors); IV, diol (alcohols); V, cyano (pure
dipole interactions). (From Ref. 99. Reprinted courtesy of Friedr, Vieweg & Sohn.)

acidic character than predicted. Smith and Cooper (99) attribute this to the partic-
ular diol-phase studied, which contained an ether linkage, which they suggested
was acting to neutralize to some extent the acidity of the hydroxyl groups through
hydrogen bonding. It would be highly useful to study other diol-columns to see
if this phenomenon is unique to this particular linkage group. If not, columns
with other functional groups in the acidic apex of the selectivity triangle would
be highly desirable.

Normal-phase, bonded-phase columns are likely underutilized for separa-
tions where they should be the method of choice. This is due both to the ease
of use of reversed-phase, bonded-phase columns, discussed next, and also to the
many problems inherent in the use of bare silica and alumina. Very straightfor-
ward method development in normal-phase chromatography can be performed
by combining the solvent and stationary-phase selectivity triangles. The three
columns, each used with the three recommended modifiers, should provide the
maximum difference in selectivity available. These nine experiments, used in
conjunction with chemometric optimization schemes, should then provide a ratio-
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nal method for methods development in normal-phase chromatography. A tutorial
on chemometric solvent optimization has been provided by Glajch et al. (100).

2. Reversed-Phase Chromatography

Reversed-phase chromatography was reported used by 50.9% of the respondents
to the 1994 column survey (19). The term ‘‘reversed-phase’’ chromatography at
first seems inappropriate for what is by far the most popular mode of modern
liquid chromatography. The term itself can be traced to Howard and Martin (101)
in 1950. In attempting the separation of long-chain fatty acids, they realized that
the ‘‘normal’” mode of chromatography, using a polar stationary phase and a
nonpolar mobile phase, would not work, as the hydrophobic compounds had too
little retention to effect a separation. They were able to treat Kieselguhr with
dimethyldichlorosilane vapor and then coat this hydrophobic support with a non-
polar liquid stationary phase. Both the polarity of the phases and the respective
elution order of solutes were reversed from traditional chromatographic systems,
and they christened the technique ‘‘reversed-phase’’ partition chromatography.

The popularity of the reversed-phase mode is the result of several advan-
tages over normal-phase chromatography. As the stationary phase is nonpolar,
the weakest mobile phase is water, and the strength is adjusted by adding polar
organic solvents. These aqueous mobile phases provide optically transparent mo-
bile phases at very low solvent costs, compatibility with many biological samples,
compatibility with electrochemical detectors, and the ability to control secondary
chemical equilibria as a further means of modulating separational selectivity.
Furthermore, the interactions of the solute with the stationary phase are weak,
which provides rapid mass transfer with little chance of irreversible absorption,
and provides rapid equilibration with solvent changes, making the technique ideal
for gradient elution methods.

Because of the popularity of the technique, much work has been devoted
to understanding the retention mechanism of reversed-phase chromatography.
The conditions of reversed-phase chromatography require a nonpolar stationary
phase, but this condition can be met by many different ligands. In fact, there are
commercially available columns of at least C,, C,, C,, Cg, Cy5, Cs, phenyl, and
cyano functionalities, where the carbon numbers refer to the length of a fully
saturated hydrocarbon chain. While the cyano phases are not highly nonpolar,
they can behave in a reversed-phase manner. The question then arises as to how
these different phases affect retention and the retention mechanism.

Although many statements exist in the literature about correlations between
chromatographic properties and carbon content of the bonded phase, this is not
the relevant parameter. As Unger et al. (102) pointed out early in the history of
bonded phases, carbon content alone is often misleading because of differences
in the surface areas of the original silica, which results in different surface densi-
ties of the bonded alkyl groups. As the surface area of various chromatographic
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silicas ranges from about 60 to several hundred square meters per gram, the actual
surface density of the bonded alkyl chains must be calculated for relevant compar-
isons among different stationary phases. This surface density is most often de-
scribed in units of pmol/m?, but careful consideration is also necessary here be-
fore accepting literature values. The relevant surface areas should be the area of
the underivatized silica, as this is where the bonding reaction occurs and is the
point of attachment of the alkyl chains. This then gives the relevant chain density.
Some workers have reported the area of the derivatized silica, which may be 30—
70% lower and which will give highly inflated surface densities.

One popular model of retention has been the ‘‘solvophobic theory,”” which
relates retention to the surface tension of the mobile-phase solvents (103). As
important as the solvophobic theory has been to the development of modern LC,
it is based on an incorrect model of the relevant solution processes. It supposes
that retention can be modeled in terms of the association of two solute molecules
in a single solvent rather than on the transfer of a solute from one solvent to
another. Hence the solvophobic theory does not take cognizance of the interac-
tions of the solute with the second ‘‘solvent,”’ the cavity in the stationary phase;
it takes into account only the cavity in the mobile phase.

The actual partitioning process involves (a) the creation of a solute-sized
cavity in the stationary phase, (b) the transfer of the solute from the mobile to
the stationary phase, and (c) the closing of a solute-sized cavity in the mobile
phase. Furthermore, the alkyl chains of the stationary phase cannot be completely
bulklike, since they are constrained by the interface. Chains in the bulk state are
defined as those that have the freedom to explore all possible conformations. But
when chains are grafted to an interface, such as silica, two constraints prevent
access to all possible conformations. The first is the boundary condition imposed
by the interface; certain configurations are prohibited by the requirement that
the chain cannot penetrate the solid interface to which it is grafted. The second
constraint, which applies only at sufficiently high surface densities of the grafted
chains, arises from lateral interactions among neighboring chains. Both con-
straints cause interfacially grafted chains to be more ‘‘ordered’’ than bulk chains.
In the present context, ordering refers to the partial alignment of the chains normal
to the interface. Such interfacially constrained systems of chains have been re-
ferred to as ‘‘interphases.”’

Dill has described mean-field statistical mechanical theory which accounts
for the interactions of the solute in both the mobile and stationary phases
(104,105), and Dorsey and Dill have reviewed the theory and experimental veri-
fication of theory of retention in reversed-phase liquid chromatography (106).
Partitioning is strongly dependent on the surface density of the grafted chains,
increasing with surface coverage of the silica by hydrocarbon, until it reaches a
point at which lateral packing constraints among neighboring chains give rise to
chain ordering. Beyond that density, further increases in surface density lead to
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entropic expulsion of solute (106,107). The chain anisotropy at these higher den-
sities also leads to higher solute selectivities (106,108). Hence the stationary
phase plays a role of fundamental importance in retention and selectivity in re-
versed-phase liquid chromatography.

This statistical mechanical theory has dealt only with small molecules, and
only with pure alkyl chain phases. There is still much that is not understood,
including effects from the variation of pore diameter of the silica, the effect of
other functional groups such as phenyl and cyano, and retention processes involv-
ing larger molecules, including both synthetic and biopolymers.

Antle et al. (109,110) have studied variations in retention and selectivity
among different reversed-phase columns. They showed that differences in solute
retentivity were correlated with three effects: (a) the effective phase ratio of the
column as measured by the average retention of all solutes; (b) the ‘‘polarity’’
of the bonded phase; and (c) the dispersion solubility parameter of the bonded
phase. The phase ratio of the column is a function of the chain length, the bonding
density, and the surface area of the silica, and is almost never reported. This
alone may account for many discrepancies in the literature concerning the effects
of chain length.

The choice of functional group is of interest to both those interested in the
fundamental mechanisms of retention as well as to practicing chromatographers.
Antle et al. (109,110) have suggested the use of Cg, cyano, and phenyl columns
for maximum change in column selectivity, or as apices of the ‘‘column selectiv-
ity triangle.”” These columns have independently been found to provide a wide
range of selectivity for the separation of PTH-amino acids (100). Cooper and
Lin (111) used solutes and solvents at the apices of Snyder’s solvent selectivity
triangle to systematically characterize retention on these three types of columns,
and concluded that differences in retention are due primarily to differences in
basic group selectivities of the three phases. These differences in basic group
selectivities were found not to affect the retention of nonbasic solutes. The three
solvents which give maximum difference in retention are methanol, acetonitrile,
and tetrahydrofuran. Their location in the Snyder solvent triangle is shown in
Fig. 19.

E. Secondary Equilibria

Certainly one of the major advantages of the aqueous-based mobile phases used
in reversed-phase liquid chromatography is the ability to control secondary chem-
ical equilibria. In liquid chromatography the primary equilibrium is the distribu-
tion of the solute between the stationary and mobile phases. Any other equilib-
rium involving the solute in the mobile or stationary phases is considered
“‘secondary.”” These secondary equilibrium processes change the chemical form
of the solute, and can be used advantageously to change retention of solutes that
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will enter into the secondary equilibrium. Typical equilibria that are employed
are ionization control of weak acids and bases, ion pairing of strong electrolytes
with a hydrophobic counterion, complexation of a metal ion or ligand, and sol-
ute—micelle association. Both Karger et al. (112) and Foley (113) have thoroughly
reviewed the use of secondary equilibria in liquid chromatography. Foley and
May have addressed the optimization of these types of separations, and have
derived a general equation to predict the optimum mobile-phase conditions
(114,115). They showed that the selectivity of secondary chemical equilibria-
based separations had been substantially underestimated because nonoptimum
mobile-phase conditions were employed in previous selectivity estimates.

Ionization control and ion pairing are the two most popular techniques used.
Ionization control gives the ability to separate weak acids and bases based on
differences in the pK values. Figure 21 is a dramatic example of the effect of
pH on the separation of two weak acids with pK, values of 3.68 and 3.85, and
shows the value and utility of the optimization theory of Foley and May
(114,115).

Ton pairing extends reversed-phase chromatography to the separation of
ionic solutes, which are generally unretained by hydrophobic stationary phases.
A hydrophobic counterion, such as octyl sulfonate or tetrabutyl ammonium ion,
is added to solution and forms a coulombic ion pair with oppositely charged

18.1 138 7.98 825 4.38 3.04 k'{avg)
1.042 1.074 1.124 1.133 1.125 1.083 ALPHA
a8 4.01 438 45T 4.88 527 pH

Fig. 21 Separation of 3- and 4-chlorobenzoic acid; pK, 3.68 and 3.85, respectively.
Optimum pH predicted from theory of Ref. 114 was 4.58, optimum found was 4.57 *
0.05. Changes in relative peak heights with pH are due to changing molar absorptivities,
not a reversal in elution. (From Ref. 114. Reprinted courtesy of American Chemical So-
ciety.)
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Fig. 22 Adsorption isotherms of alkyl sulfates on ODS Hypersil from standard mobile
phase of water—methanol, 80:20, made 0.02 M in phosphate buffer pH 6.0 and 0.05 M
in Na*. (From Ref. 116. Reprinted courtesy of Elsevier Scientific Publishers.)

solutes. The mechanism of retention of these systems is still somewhat subject
to debate. What is clear is that these separation systems are not very robust; that
is, the separations are extremely sensitive to changes in temperature, organic
modifier content, salt content, concentration of counterion, etc. The hydrophobic
counterions are in general surface active, and adsorb on the stationary phase. Ion-
pairing chromatography is performed at counterion concentrations on the steep
slope of the adsorption isotherm of the counterion on the stationary phase, mak-
ing the technique very sensitive to changing conditions. Figure 22 shows the
adsorption isotherms of several typical ion-pairing agents on a C,g stationary
phase (116).

F. Gradient Elution

Gradient elution, or solvent programming, provides the most general solution to
the general elution problem in liquid chromatography. The general elution prob-
lem is common with complex mixtures, and can be characterized by poor separa-
tion of components with small k” values, excessive separation times for compo-
nents with large k” values, and broad elution bands that are difficult to detect for
components with large k" values. Gradient elution involves a continuous change
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in mobile-phase conditions to increase the strength of the mobile phase. Gradient
elution separations generally provide faster separations with improved limits of
detection and less tailing for most compounds present in the sample. Gradient
elution theory has been largely developed by Snyder, and an excellent treatment
is available (117).

The first consideration in developing an appropriate gradient is the shape
of the gradient, usually described as the change in volume composition of the
““B”” solvent, or strong solvent. A linear solvent strength (LSS) gradient is the
desired form, as this provides approximately constant peak variance, equal resolu-
tion for both early- and late-eluting peaks, and regular band spacing. The actual
change of solvent composition then depends on the retention processes of the type
of chromatography being utilized. It is generally assumed that a linear solvent
composition change with time provides a LSS gradient for reversed-phase, nor-
mal-bonded phase, and ion-exchange chromatography with pH gradients. A con-
cave solvent composition change with time provides an approximately LSS gradi-
ent for liquid—solid chromatography and ion exchange with salt gradients.

As well as gradient shape, gradient steepness is important. This is generally
described as

, _ change in volume fraction B

; (32)
time

Well-retained compounds essentially do not move until k{ygununeos < 10, Where
Kigantancous 18 the capacity factor of a solute under the mobile-phase conditions at
that instant at the top of the column. This means that injected solutes remain at
the top of the column until the gradient has progressed to the point that
Kinganancous 18 approximately 10. If the gradient is too steep, there will be poor
resolution; and if the gradient is too shallow, broad peaks will result and time
will be wasted. Just as there are optimal values for k” for isocratic separations,
there are also optimum values for gradient steepness. These are based on the
same considerations of the opposing figures of merit of resolution and peak
height. Table 4 shows approximate optimum values of ¢ for reversed-phase col-
umns of differing void times for seven typical ‘‘B’” solvents (118).

Just as important as steepness is consideration of the concentration of the
beginning and ending solvent. If the beginning, or ‘*‘A’’ solvent, is too strong,
or the ending, or ‘“‘B’’ solvent is too weak, the quality of the separation will be
degraded. In the first case there will be poor resolution of the first-eluting peaks,
and in the second case compounds will continue to elute after the end of the
gradient, affecting detectability and time of analysis. If the A solvent is too weak,
or the B solvent too strong, all peaks will occupy one part of the chromatogram
and time will be wasted. Ideally, the first peak should have k” = 1, and the last
peak should elute just as the final solvent reaches the column exit.
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Table 4 Optimal Gradient Steepness (for maximal resolution) in Reversed-Phase LC

© (%v/min change in B)

Solvent B t,=10s t,=30s t, = 1 min t, = 2 min
Methanol 40 13 6.7 33
Acetonitrile 39 13 6.5 32
Acetone 35 12 5.9 3.0
Dioxane 34 11 5.7 2.8
Ethanol 33 11 5.6 2.8
Isopropanol 29 10 4.8 24
Tetrahydrofuran 27 9 4.5 2.3

From Ref. 118.

There are also several practical considerations in designing a gradient elu-
tion separation. First, in reversed-phase chromatography, water quality is crucial.
Any trace organic contaminants will collect at the top of the column during the
aqueous-rich portion of the gradient, and will elute as ghost peaks as the solvent
strength increases. A blank gradient, consisting of the exact program with no
sample injection, should always be run to check for ghost peaks. Second, there
may be reproducibility problems at extremes of either the A or B solvent. Here
the proportioning valve for a low-pressure mixing system is working at an ex-
tremely low time base, or with a high-pressure mixing system the pump may be
pumping at less than its certified minimum flow rate.

Perhaps the worst problem of gradient elution separations is the need to
reequilibrate the column with the initial solvent before a second sample can be
run. An often-quoted rule of thumb is that up to 20 column volumes of the initial
solvent may be necessary for this reequilibration process. The best test of reequili-
bration is the elution time of a weakly retained solute. These solutes will be
greatly affected by an incompletely equilibrated stationary phase, and the reten-
tion time will vary. Cole and Dorsey have described a simple and convenient
method for the reduction of column reequilibration time following gradient elu-
tion reversed-phase chromatography (119). Their method utilizes the addition of
a constant 3% 1-propanol to the mobile phase throughout the solvent gradient
to provide consistent solvation of the stationary phase. They noted reductions in
reequilibration times of up to 78%!

G. Physicochemical Measurements

As well as for chemical analysis, liquid chromatography can be used to obtain
physicochemical information. A recent book (120) and two reviews have dealt
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with these techniques (121,122). While diffusion coefficients, kinetic parameters,
critical micelle concentrations of surfactants, and other information have been
estimated from chromatographic data, by far the most common application is
the estimation of hydrophobic parameters, especially as models of partitioning
processes. These estimates are based on linear free-energy relationships and are
then used as estimates of bioavailability, bioaccumulation, soil sorption and trans-
port, etc.

An entire area of chemistry, often referred to as quantitative structure activ-
ity relationships (QSAR), has been built around estimation of partitioning, avail-
ability, and activity of compounds, and the most often used measure is the octa-
nol-water partition coefficient. The chromatographic estimation of these values
is often referred to as quantitative structure retention relationships (QSRR). Liqg-
uid chromatography has a number of advantages over traditional shake-flask
methods, including the ability to measure several solutes simultaneously, access
to a much wider dynamic range of the partition coefficient, and the ability to
handle impure solutes. Unfortunately, there is much contradiction in the literature
about the usefulness of the chromatographic correlations. It is not surprising that
there is little agreement from one report to another. Liquid chromatography has
long had a reputation for having little reproducibility of separation from columns
of one manufacturer to another, which is a function of differences in both the
base silica as well as in the density of the grafted alkyl chains. Illustrative of this
problem is the comparison of two reports correlating chromatographic retention
with octanol-water partition coefficients. Thus and Kraak (123) reported that a
phenyl bonded phase gave significantly better correlations than an octadecyl
bonded phase. Minick et al. (124), using the same type of phenyl column, but a
different octadecyl column, reported significantly better correlations with the C g
column! Recent reports suggest that capillary electrophoresis in the micellar
mode (MEKC) may be much more useful for the estimation of octanol-water
partition coefficients than LC. Herbert and Dorsey described a universal calibra-
tion curve for over 100 solutes with widely varying functionality, covering in
excess of 9 orders of magnitude in log K, and 4 orders of magnitude in log
capacity factor (125). This method reduces the laboratory-to-laboratory variabil-
ity and the long analysis time due to the multiple mobile phases necessary in
current LC methods, while retaining many of the desired advantages of chromato-
graphic techniques.

Hopefully, these problems will be resolved in the near future. DeYoung
and Dill (126) have shown that the partition coefficient of benzene into bilayer
membranes decreases with increasing chain density of the bilayer membranes,
analogous to the decrease in partitioning of solutes to reversed-phase stationary
phases of sufficiently high chain density (vide supra). This gives hope that re-
versed-phase stationary phases of significantly higher chain density than now
commercially available will give true models of biological partitioning processes.



146 Stout and Dorsey

Hsieh and Dorsey have recently shown such promise (127), with a study using
a high-density C ;4 stationary phase. They found that correlations of log k7, (reten-
tion in 100% water) with bioavailability are equivalent to or better than correla-
tions of bioavailability with the octanol-water partition coefficient.

V. CONCLUSIONS

Modern liquid chromatography is a mature technique, but is far from being static
in terms of understanding and discoveries. Innovations and improvements in lig-
uid chromatography are now coming from chemistry research, rather than instru-
mentation research. The future will bring more selective separations, improved
understanding of retention processes, better estimates of physicochemical infor-
mation, and untold hours of fun for those involved in making these discoveries.
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. INTRODUCTION

Mass spectrometry (MS) has become one of the most important analytical tools
employed in the analysis of pharmaceuticals. This can most likely be attributed
to the availability of new instrumentation and ionization techniques that can be
used to help solve difficult bioanalytical problems associated with this field (1-
8). Perhaps the best illustration of this occurrence is the development of electro-
spray (ESI) and related atmospheric-pressure ionization (API) techniques, ion-
spray (nebulizer-assisted API), turbo ionspray (thermally assisted API), and
atmospheric pressure chemical ionization (APCI; nebulization coupled with co-
rona discharge), for use in drug disposition studies. The terms ESI and ionspray
tend to be used interchangeably in the literature. For the purpose of this review,
the term API will be used to describe both ESI and ionspray. In recent years
there has been an unprecedented explosion in the use of instrumentation dedicated
to API/MS (4,6,8—14). API-based ionization techniques have now become the
method of choice for the analysis of pharmaceuticals and their metabolites. This
has made thermospray (TSP), the predominant LC/MS technique during the
1980s, obsolete (15). Numerous reports describing the utility of API/MS for phar-
maceutical analysis have appeared in the literature over the last decade (7). The
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increased sensitivity that can be attained with API-based methodology, together
with the availability of robust instrumentation, has resulted in TSP being phased
out as a practical technique in pharmaceutical analysis. Thus, methodology based
on TSP ionization will not be discussed in detail in this review. The pharmaceuti-
cal industry has certainly been at the forefront of implementing API/MS, and
this, perhaps, reflects the utility of this technique for the analysis of pharmaceuti-
cals. Several reviews have appeared recently concerning the use of MS in drug
disposition and pharmacokinetics (6,16—18).

The use of stable isotope analogs has assumed increasing importance in
drug disposition studies (18-20). The isotope cluster technique is particularly
useful. This method allows for the recognition of metabolites in complex biologi-
cal matrices such as urine and plasma (21,22). Numerous methods have been
developed for the deconvolution of isotope clusters from stable isotope analogs
so that mass spectral identification can be facilitated (20,23). In the field of phar-
macokinetics, stable isotope analogs are used as internal standards for quantita-
tive purposes (24), to determine bioequivalence (25,26) and in chiral drug dispo-
sition (27,28). In studies regarding chiral drugs, the use of a pseudo-racemate,
where one enantiomer is labeled and the other is unlabeled, provides the basis
for a robust method that can be used to determine pharmacokinetic parameters
of individual enantiomers and their metabolites (27-31). An exciting innovative
approach to the use of stable isotopes was pioneered by Abramson and his co-
workers (32), who introduced the chemical reaction interface (CRI) mass spec-
trometer for isotope-independent quantitative analysis. This type of approach
could ultimately provide an alternative to utilizing radioisotopes in drug disposi-
tion studies (33,34). There is a genuine need for this type of methodology in view
of the increasing cost of disposal of radioactive waste, the cost of radiolabeled
compounds, and the increasing reluctance to dose normal subjects with radiola-
beled compounds.

Tandem MS (MS/MYS) is used in combination with a number of different
ionization techniques for pharmaceutical analysis (7,35). In fact, a major factor
that has ensured the rapid acceptance of API-based methodology is the ability
to conduct collision-induced dissociation (CID) of molecular ions and MS/MS
analysis. The resultant product ion spectra (36), constant neutral loss (CNL) spec-
tra (37—-40), or precursor ion spectra (41) can be obtained with extremely high
sensitivity. The combination of CID with a soft ionization process that produces
abundant molecular species provides very powerful methodology for use in struc-
tural studies. It is also possible in some instances to obtain significant structural
information using API techniques without employing a tandem mass spectrome-
ter, by performing CID in the API source of a single-stage mass spectrometer
(in-source collisions) (42). Thus, even relatively simple single-quadrupole instru-
mentation can often provide rich structural information. The enormous literature
that has accrued over the last decade illustrates the importance of MS in the field
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of pharmaceutical analysis. The present review will focus on literature published
since 1991 and will use selected examples rather than attempting to cite all the
references that have accrued in the field. This should provide the reader with
sufficient information to allow consultation of all the relevant background
sources.

Il. INTRODUCTION TO IONIZATION TECHNIQUES

Electron ionization (EI) is the oldest available technique in MS and is still useful,
particularly when compounds can be derivatized to improve their EI characteris-
tics (18). Although numerous soft ionization techniques are available for the anal-
ysis of drug conjugates, in some suitable cases derivatization can be performed
in order to facilitate their analysis by EI/MS (43). The advantage of EI is that
extensive fragmentation can occur in the source of the mass spectrometer, and this
can provide a wealth of structural information. Furthermore, the fragmentation
processes that occur are very reproducible. Thus, it is relatively easy to reproduce
spectra obtained in other laboratories. Because it is a relatively soft ionization
technique, positive chemical ionization (PCI) is often used to complement data
obtained with EI. Fragmentation processes are normally much reduced compared
with EI, and protonated molecular or adduct ions are detected, depending on the
type of gas employed (18). This can be extremely useful, both in structural studies
and in quantitative studies, where inadequate specificity is obtained using EI.

The exquisite sensitivity of electron-capture negative chemical ionization
(ECNCI)/MS has facilitated quantitative determinations of drugs (18,27,44,45—
51) at femtomole and attomole concentrations. ECNCI/MS is the method of
choice when pharmacokinetic determinations require a very high level of sensitiv-
ity. The method normally requires that analyte molecules are derivatized so that
they can capture thermal electrons generated in the source of the mass spectrome-
ter. Because it is relatively easy to prepare in high yield under very mild condi-
tions, the pentafluorobenzyl (PFB) derivative has found the widest applicability
(52). The derivative is extremely efficient in capturing gas-phase thermal elec-
trons, but paradoxically, it is lost during ionization through a homolytic cleavage
to produce the molecular negative ion (M) — PFB. This process is known as
dissociative electron capture and occurs with almost all PFB derivatives, indepen-
dent of whether they are attached to oxygen or nitrogen. Dissociative electron
capture provides an anion that contains the intact analyte molecule and virtually
no fragmentation is observed. Therefore, assays using this technique have high
specificity in addition to high sensitivity.

Liquid secondary-ion (LSI) MS has the highest sensitivity when using Cs*
ionization, but more studies have been conducted using fast-atom bombardment
(FAB) with Xe atoms, probably because of the wider availability of this technique
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(18). Most studies have employed the use of off-line LC purification of metabo-
lites followed by LSI analysis using FAB/MS (53). One problem that is often
encountered in LSI/MS is the interference from material present in organic sol-
vents used to extract drugs and their metabolites from biological fluids. Even
HPLC-grade solvents contain significant amounts of impurities. A recent study
has advocated the use of reversed-phase extraction cartridges in the final stage
of sample purification to remove such impurities (54).

FAB/MS has made an enormous contribution to the structural character-
ization of drug conjugates. This technique has been responsible for the char-
acterization of structures that would have previously required a formidable effort.
Conjugates tend to show prominent ions from the protonated molecule in the
positive-ion mode or ions from molecules that have lost a proton in the negative-
ion mode. Polar metabolites that have been identified by FAB and LSI/MS in-
clude sulfates (55), glutathione adducts (39), ether-linked glucuronides (56,57),
ester-linked glucuronides (58), and N-glucuronides (59—-61). Significant improve-
ments in sensitivity have also been obtained using flow techniques (62). However,
there are few reports concerning the use of flow LSI/MS for trace analysis, pre-
sumably because of the reluctance to use fused-silica capillary columns. Most
reports on the use of flow techniques either employ direct infusions or sample
splitting from a conventional column. Although TSP ionization has played an
important role in the past, it has largely been superseded by API methods for
the analysis of pharmaceutical compounds. For a thorough discussion of this
methodology, one should refer to recent reviews (6,18).

lll. ATMOSPHERIC-PRESSURE IONIZATION (API)
TECHNIQUES

API techniques have experienced tremendous growth in the past few years, and
are unquestionably the most rapidly evolving techniques currently being used in
the analysis of pharmaceuticals. The tremendous interest in API and APCI stems
from the recognition that they are powerful techniques for both structural and
quantitative analyses of drugs and their metabolites (5,10,13,63-68). More tradi-
tional ionization techniques, such as particle-beam (PB), TSP, continuous-flow
(CF) LSI, and CF-FAB, have now been overshadowed by the utility of API tech-
nology (7,8,14). The relatively low cost and high sensitivity of quadrupole ion
trap (IT) instruments has further increased the availability and utility of API/MS
(69,70). However, CF-LSI/MS is still being employed in selected applications,
particularly with magnetic sector instruments (71,72). Other novel techniques,
such as LC coupled with time-of-flight (TOF)/MS (73) and capillary electropho-
resis (CE)/MS, are maturing to the point where they are having a significant
impact in the area of pharmaceutical analysis (74).
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For API-based ionization techniques, LC is typically conducted using nar-
row-bore (2.1-mm inside diameter) or conventional columns (4.6-mm inside di-
ameter). The narrow-bore columns are ideally suited for LC/MS coupling be-
cause the optimal flow rates of these columns (between 100 and 500 pL/min) can
be accommodated quite easily by current API interfaces. If sufficient quantities of
material are available, it is possible to split the LC effluent from the column into
the API source. The effluent that does not pass into the API source can be col-
lected and stored for use in additional analytical studies. The mechanism by
which API results in the conversion of charged droplets to ions in the gas phase
is not completely understood (9,63,75). However, it is known that the charged
droplets contain both positive and negative ions, and the predominant charge is
dependent on the polarity of the induced potential. Heat exchange with a counter-
current flow of gas causes rapid size reduction of the droplets until the coulombic
forces overcome attractive forces, and the droplets explode into smaller droplets.
These droplets undergo further ion evaporation so that ions are transferred from
the condensed phase to the gaseous phase and are then analyzed by the mass
spectrometer (9). Ionization of compounds using API-based techniques appears to
be much less sample-dependent than TSP ionization. The interface is not heated,;
therefore, the thermal degradation of samples, often observed using TSP, is elimi-
nated.

API has been particularly useful in the analysis of platinum-containing
drugs and their metabolites (76). An impressive study on the metabolism of the
HMG Co-A reductase inhibitor pravastatin used API (77). Biotransformation
pathways that were elucidated included: isomerization, ring hydroxylation, ®-1
oxidation of the ester side chain, B-oxidation of the carboxy side chain, ring
oxidation followed by aromatization, oxidation of a hydroxyl group, and conjuga-
tion. Structural assignments were confirmed by 'H-NMR spectroscopy. API has
been used in the analysis of sulfonamides (78) and a series of B-agonists (79).
In one study (67), LC/API/MS was employed to investigate the metabolism of
the dopamine D, agonist N-0923 by using an in-vitro isolated liver perfusion
system. This method did not require the use of radioactivity or extensive sample
clean-up procedures. The parent drug was found to be metabolized to at least 15
different metabolites, nine of which were new. All metabolites were exclusively
excreted into the bile, except for the despropyl metabolite, which was also detect-
able in the perfusate. 5-O-Glucuronidation and N-depropylation followed by 5-
O-glucuronidation were the most important metabolic routes. N-dealkylation of
the thienylethyl group followed by 5-O-glucuronidation and sulfation was a sec-
ond major metabolic pathway.

LC/MS has also proved useful in obtaining information concerning stereo-
chemical factors in drug disposition studies (80). LC/MS was used to determine
the identity of the metabolites excreted in bile after isolated rat liver perfusions
with the quaternary ammonium derivatives of the enantiomeric drugs dextrorphan
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and levorphanol. The drugs were labeled with deuterium and mixed with unla-
beled drugs to create an artificial isotope pattern in the mass spectrum. This aided
in the recognition of unknown metabolites. In mass spectra that were recorded
under normal conditions, fragmentation was absent and metabolites of N-methyl
dextrorphan and N-methyl levorphanol were visible as parent ‘‘doublets.”” The
metabolite structures were further confirmed using CID experiments. For N-
methyl dextrorphan, the glucuronide, the glutathione conjugate, and the glucuro-
nide of the N-demethylated metabolite were found in bile. For N-methyl levor-
phanol, the glucuronide, the glutathione conjugate, the sulfate conjugate, and the
glucuronide of a hydroxylated N*-methyl levorphanol were excreted in bile. Thus,
LC/MS allowed for the demonstration of the remarkable selectivity occurring in
the metabolism of these quaternary ammonium compounds in the rat liver.

LC/MS was also used to study the deposition of cyclosporine and its metab-
olites in needle biopsy samples from kidney and liver, where sample size was
limited (66). The limit of detection in the single-ion monitoring mode was 500
fg (450 amol). Several other thermally labile drugs and their metabolites have
been analyzed by API-based techniques, including metabolites of the neuroleptic
agent haloperidol (81), and a potentially neurotoxic pyridinium haloperidol me-
tabolite (82), the polyether antibiotic semduramicin (83), the PGE, antagonists
SC-42867 and SC-51089 (84), the H,-receptor antagonist famotidine (68), metab-
olites of the antitumor agent 5,6-dimethylxanthenone (53), and the immunosup-
pressant cyclosporine A (85). API/MS has also been used to identify the presence
of over 40 metabolites of the antiulcer agent omeprazole (22).

IV. COLLISION-INDUCED DISSOCIATION (CID)

CID requires the tandem pairing of two mass analyzers (tandem mass spectrome-
ters). In this technique, an ion of one particular mass is allowed to pass through
the first analyzer into a field-free region, where it collides with an inert gas to
form product (product) ions. The product ions are then separated in the second
analyzer, which in turn transmits them to the detector (4,35). The type of instru-
mentation used in these studies can be a triple-stage quadrupole mass spectrome-
ter, a four-sector mass spectrometer, or a hybrid of sector and quadrupole mass
spectrometers. In the triple-stage quadrupole instrument, the first and third quad-
rupoles act as the first and second analyzers, respectively. CID is conducted
within the second analyzer stage (quadrupole or octapole), where only the Rf is
varied. The tandem four-sector instruments employ an electrostatic and magnetic
sector as the first analyzer and an electrostatic and magnetic sector as the second
analyzer; a collision cell is located between the two analyzers. CNL scans (con-
ducted using quadrupole instruments) can be employed to screen for particular
metabolites that may be present in a complex biological matrix. In this mode of
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operation, the first analyzer is scanned through the desired mass range and the
second analyzer is scanned at a constant mass lower than the first analyzer. This
makes it possible to characterize molecules with particular structural features
such as glucuronides or sulfates. Metabolites can then be characterized based on
their full CID spectra (37,86—90). Another useful mode of operation involves
scanning for parents of selected product ions. In this mode, the second mass
analyzer is fixed to transmit the product ions of interest, and the first mass ana-
lyzer is scanned over a wide mass range to detect the parent ions for this product
ion. A signal is obtained on the detector when a true parent ion is allowed to
pass through the first mass analyzer, and the appropriate product ion is transmitted
through the second mass analyzer. This can be particularly useful when it is
difficult to detect a molecular ion because of interfering substances that are pres-
ent in the biological matrix. A combination of CNL and parent-ion scans can be
used to classify the number and type of primary metabolites and polar drug conju-
gates that are present in a complex sample matrix (4,91-93). The resulting infor-
mation can be used to assess the overall biotransformation routes that are avail-
able to a drug or other xenobiotic substance.

LC/API/MS/MS is rapidly becoming the method of choice for the struc-
tural characterization of drug metabolites. For example, novel glutathione conju-
gates of disulfiram and diethyldithiocarbamate (94) and valproic acid derivatives
(92) were identified using this technique. This methodology has also proved use-
ful in the analysis of chemotherapeutic agents. One example of this technique is
the first direct structural elucidation of glucuronide conjugates of tamoxifen in
human urine samples using on-line LC/API/MS/MS (95). A minor N-oxide me-
tabolite was also identified in plasma extracts using CID. In another study (96),
the mechanism of cytotoxicity of the antineoplastic mitoxantrone was determined
using LC/MS/MS techniques. The identification in bile and urine of glutathione
and N-acetylcysteine conjugates of 2-chloroethyl isocyanate as metabolites of
the antitumor agent N,N’-bis(2-chloroethyl)-N-nitrosourea have also been re-
ported using LC/API/MS/MS methods (97). CID in combination with API and
MS/MS provided structural information, allowing for the identification of com-
mon fragmentation pathways and the differentiation of isomeric sulfonamides.
In another study (98), following intraperitoneal administration of Compound A
(a breakdown product of the volatile anesthetic, sevoflurane), the presence in bile
of two types of Compound A—glutathione conjugates, and the urinary excretion
of two types of Compound A—mercapturic acid conjugates, was demonstrated
by using API-MS/MS. MS/MS has also been used for quantitative purposes
(99,100). A particularly innovative study involved the cross-validation of a radio-
immunoassay for the class II antiarrhythmic agent MK-0499 in human plasma
and urine using LC/API/MS/MS (101). Another study (99) quantitated dihydro-
codeine and its metabolite, dihydromorphine, in human serum using GC-MS/
MS (in multiple reaction monitoring mode) after one simple extraction step and
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derivatization to their respective pentafluoropropionic esters. The sensitivity of
the method was excellent and allowed for the reproducible quantification of dihy-
drocodeine and dihydromorphine with limits of quantification of 2 ng/mL and
40 pg/mL of serum, respectively.

FAB is a particularly powerful structural tool when used in combination
with CID and MS/MS. FAB MS/MS has been used in numerous studies to char-
acterize oligonucleotide adducts of the antitumor drug cisplatin (102); show that
an impurity in the oxytocin antagonist atosiban contained 5-aminovaleric acid
instead of a proline (103); identify the in-vitro metabolites of cyclosporine A
(85); analyze 2-amino-1-benzylbenzimidazole and its metabolites (88); character-
ize metabolites of the H,-receptor antagonist mifentidine (104); analyze metabo-
lites from the antimuscarinic agent cimetropium bromide (37,54); identify S-oxi-
dized metabolites of the investigative calcium channel blocker, AJ-2615, in rat
plasma (105); and identify N-acetylcysteine conjugates of 1,2-dibromo-3-chloro-
propane (106). These reports illustrate the diverse applications of CID in combi-
nation with FAB and MS/MS that have appeared in recent years. It is anticipated
that API techniques will make an equally valuable contribution to the field of
drug disposition in the next few years.

An interesting application of CID involves the use of on-line CF dialysis
TSP coupled with MS/MS for quantitative screening of drugs in plasma (107).
The potential utility of the method was demonstrated by the quantitative analysis
of the anticancer drug rogletimide in the plasma of patients after treatment. In-
vivo microdialysis and TSP/MS/MS of the dopamine uptake blocker 1-[2-[bis(4-
fluorophenyl)methoxy]ethyl]-4-(3-phenylpropyl)-piperazine (GBR-12909) was
conducted in the rat (108). The maximum concentration of GBR-12909 in the
brain for a dose of 100 mg/kg i.p. was determined to be 250 nmol/L, with the
maximal concentration occurring approximately 2 h post injection. This repre-
sents a 40-fold lower concentration of GBR-12909 in the brain as compared to
cocaine concentrations obtained at a dose of 30 mg/kg. The authors suggested
that this could explain the discrepancy between relative in-vivo and in-vitro po-
tencies of the two drugs. A combination of microdialysis and FAB/MS/MS was
used to follow the pharmacokinetics of penicillin G directly in the bloodstream
of a live rat (109). After intramuscular injection of the antibiotic, the blood dialy-
sate was allowed to flow into the mass spectrometer via the continuous-flow/
FAB interface.

V. ATMOSPHERIC-PRESSURE CHEMICAL IONIZATION
(APCI)

APCI is becoming increasingly popular for the routine analysis of drugs and their
metabolites. The ionization of analytes by APCI results from the effect of a co-
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rona discharge rather than through ion evaporation, which occurs with other API
techniques (7,63). This provides several advantages over other API techniques
for the accurate and precise analysis of drugs and their metabolites in biological
fluids. Thus, APCI can be employed in combination with LC flow rates of up to
1 mL/min, making it possible to use conventional (4.6-mm) LC columns. These
columns are more rugged (and permit faster reequilibration after gradient elution)
than the microbore (2.0-mm-i.d.) columns normally used at lower flow rates. In
addition, greater volumes can be injected on-column, which makes it easier to
filter and transfer aqueous solutions containing the analytes. Perhaps the major
advantage of APCI is that, in contrast to conventional API methodology, little
suppression of ionization by the constituents of the biological matrix is observed
(110). For assays that use minimal extraction, when there is likely to be substan-
tial contamination from the biological matrix, APCI is clearly the method of
choice. Mobile-phase additives are often required either to improve chromatogra-
phy or to improve the sensitivity of APCI (111). Assays based on LC/MS tend
to perform minimal chromatography and rely on the power of the mass spectrom-
eter to provide specificity so that large numbers of samples can be analyzed.
However, great care has to be taken to ensure that none of the metabolites or
constituents from the biological matrix interferes in the analysis (7,110). In order
to eliminate such potential problems, care must be taken to ensure that potentially
interfering substances are well separated. The use of stable-isotope internal stan-
dards eliminates any problems that could arise through suppression of the internal
standard signal by endogenous contaminants or by metabolites that may be pres-
ent in different plasma samples.

APCI was used to determine the metabolic fate of the antineoplastic drug
1-(2-chloroethyl)-3-cyclohexyl-1-nitrosourea (CCNU) (112). The identification
of carbamoylated thiol conjugates as products of CCNU in rats and humans was
a novel finding, in that it represents for the first time structurally characterized
metabolic species that provide evidence for the in-vivo carbamoylating activity
of chloroethylnitrosoureas. In rats, 4-hydroxycyclohexyl, 3-hydroxycyclohexyl,
and cyclohexyl isocyanate were trapped and identified as glutathione conjugates
in the bile and as N-acetyl-L-cysteine conjugates in urine. In the case of the pa-
tient, the N-acetyl-L-cysteine conjugates of 4-hydroxycyclohexyl and 3-hydroxy-
cyclohexyl isocyanate were identified in the urine. LC/APCI/MS/MS has also
been employed for monitoring human urine extracts for the conjugated metabo-
lites of 4-hydroxyandrost-4-ene-3,17-dione, an anticancer drug (113). This pro-
vided the first evidence of the presence of the sulfate conjugates and analogs in
patients’ urine. The same technique of APCI/MS/MS has allowed the determina-
tion of the B-adrenergic blocker timolol in plasma after ocular administration to
volunteers. Using multiple reaction monitoring, timolol and its deuterated internal
standard were detected quantitatively (114). This technique was also used recently
in a quantitative assay for the antibiotic azithromycin in human serum (115).
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LC/APCI/MS/MS in the negative-ion mode was employed for quantitation
of the glucuronide metabolites of the new pharmaceutical agent BW 1370U87
(116). In an excellent study, Matuszeweski et al. (110) demonstrated that assays
based on LC/MS/MS can sometimes provide erroneous data. They demonstrated
that conventional API/MS techniques such as ESI, ionspray, and turboionspray
may be adversely affected by lack of specificity and selectivity. This could arise
through ion suppression caused by the sample matrix or result from interference
by an unknown metabolite. LC/APCI/MS/MS proved to be the technique that
was least affected by such problems. However, the use of conventional chromato-
graphic methodology was advocated until assay specificity could be ascertained.
By paying attention to such details, high sensitivity and reproducibility was at-
tained for analysis of the human 5So-reductase inhibitor, finasteride, at concentra-
tions in the pg/mL range (110).

Vi. ADDITIONAL TECHNIQUES

A. Chemical Reaction Interface Mass Spectrometry
(CRIMS)

CRIMS is arelatively new technique that has been shown to be useful in detecting
stable isotopes (117—-119). The CRI completely decomposes analytes to individ-
ual atoms in a helium flow that comes directly from a GC or through an LC
interface. The atoms are then allowed to recombine with atoms from a reagent
gas such as oxygen or sulfur dioxide. The elemental and isotopic characteristics
of these newly formed molecules (usually NO or CO,) are monitored by a conven-
tional mass spectrometer. A number of studies have been conducted using this
technique (118—-122). The accuracy of the LC/CRIMS method was evaluated in
two studies by comparing the LC/CRIMS data with on-line radioactivity detec-
tion (33,34). The results of these studies indicated that the LC/CRIMS technique
is a stable-isotope-sensitive and compound-independent detection tool that is es-
pecially suitable for drug metabolism studies. An excellent correlation between
the CRIMS and the radioactive methods was observed. The use of CRIMS in
combination with continuous-flow isotope ratio MS (123) could provide both
mass balance data on total metabolites as well as quantitative information on
each individual metabolite.

B. Capillary Electrophoresis Mass Spectrometry (CE/MS)

Another interfacing technique that has stimulated significant interest in recent
years involves the interfacing of CE with API/MS (124-130). In this technique,
charged compounds are separated under the influence of a high electric field in
small-diameter capillary tubes filled with buffer. Efficient separations, short anal-
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ysis times, and low sample consumption make CE a very attractive separation
technique. Developments in CE/MS interfacing have been based either on API
at atmospheric pressure or on continuous-flow (CF) FAB. The CE/MS interface
is needed to facilitate coupling of the low-CE buffer flow to the mass spectrome-
ter or to introduce the matrix required for the CF-FAB process. A make-up liquid
is introduced either by a liquid junction or as a sheath flow arrangement. The
buffer in the liquid junction is typically the same as the separation buffer for CE
and provides a suitable make-up buffer flow to sustain a stable spray to the API
mass spectrometer. The coupling of CE with API requires some compromise to
be reached with the electrophoretic buffer in order to obtain a high ion current
response. Involatile buffers such as sodium citrate, phosphate, and borate, com-
monly used in CE separations, are generally not appropriate in conjunction with
MS, because the ion evaporation mechanism which produces gas-phase ions un-
der these conditions operates best with volatile buffers at low concentrations.
On-line CE in combination with API/MS was employed for the analysis of me-
tabolites of the antiestrogen, tamoxifen (128). An SDS concentration of 7 mM
lowered the API/MS signal response of N-desmethyltamoxifen by a factor of
approximately 3. However, separation of tamoxifen metabolites using 7 mM SDS
was augmented relative to the unadulterated methanol electrolyte. This enabled
the separation of ¢-hydroxytamoxifen and 4-hydroxytamoxifen, which were not
resolvable in methanol electrolyte devoid of SDS. A recent study has demon-
strated that CE can be interfaced with an IT and that quantitative measurements
can be performed in biological fluids (74).

VIl. FUTURE DIRECTIONS IN LC/MS INTERFACING
A. Electrospray lonization and Sector Instruments

Interfacing API with sector instruments makes it possible to perform mass mea-
surements with relatively high accuracy. This can provide a direct means to deter-
mine the charge state of a particular peak in an ion envelope, which can be partic-
ularly important in structure elucidation of macromolecular biomolecules. A
number of groups have initiated research in this area (131-133). In one study
(132), accurate mass measurements were obtained for a number of compounds
with molecular weights in the 500—16,000 Da range. Mass accuracies in the low-
parts-per-million range were obtained for positive and negative ions. These mass
measurements were sufficiently accurate to permit the determination of elemental
compositions for smaller molecules, and they provided confidence in the mass
assignments for larger biomolecules. The API mass spectrum of the lysozyme
[M + 9H]’* species measured at a resolution of 10,000 permitted the determina-
tion of the masses of individual isotopes to within 0.15 Da (12 ppm) of the theo-
retical value.
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B. Electrospray lonization and Fourier-Transform lon
Cyclotron Resonance Mass Spectrometry
(FT-ICR/MS)

Considerable effort has also been invested into the coupling of API and FT-
ICR/MS for the analysis of drugs and biomolecules (134—138). High-resolution
measurements to obtain accurate molecular masses and improvements in absolute
detection limits by signal averaging and other techniques are the goals of these
studies. One interesting study (139) combined CE-API/FT-ICR/MS for the di-
rect analysis of proteins. The on-line acquisition of high-resolution mass spectra
(average resolution =45,000) was determined for both the o~ and B-chains of
hemoglobin acquired from the injection of 10 human erythrocytes (corresponding
to 4.5 fmol of hemoglobin). Several groups have also coupled MALDI with FT—
ICR/MS (140,141). This technique is particularly useful for high-sensitivity anal-
ysis of high-molecular-weight biomolecules. FT-ICR/MS is becoming a more
general and routinely applicable instrument with potential utility in pharmaceuti-
cal analyses.

C. Electrospray lonization and lon Trap Mass
Spectrometry (IT/MS)

The interfacing of API with the IT is another rapidly emerging area that offers
new analytical opportunities for pharmaceutical laboratories (142). ITs combine
advantages of quadrupole filters such as ease of operation and unit-mass resolu-
tion with some advantages of FT-ICR/MS instruments such as trapping and se-
lection of ions, multistage MS/MS, and high-resolution measurements. The ex-
cellent sensitivity of the ITs and their low cost relative to conventional quadrupole
filters suggests that bench-top IT instruments for LC/MS/MS will eventually
compete with triple-stage quadrupole instruments for pharmaceutical analysis.
On-line LC/MS with ITs has been described for thermospray (143), MALDI
(144), particle-beam (145,146), and API interfaces (126,142,147—-149). In addi-
tion, a new method of selected ion monitoring has recently been described that
is capable of unit-mass isolation throughout the operation mass range of an IT
mass spectrometer (150).

D. Electrospray lonization and Time-of-Flight Mass
Spectrometry (TOF/MS)

Another area of recent interest is the interfacing of API techniques with TOF
mass spectrometers. TOF/MS instruments combine ease of operation, relatively
low cost, excellent ion transmission, and virtually unlimited mass range. The
only significant disadvantage with respect to other mass spectrometers is the lim-
ited mass resolution. A tremendous effort in development and performance opti-
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mization of TOF instruments is stimulated by MALDI as a powerful ionization
technique for biological macromolecules (4,151,152). Other groups have de-
scribed API in conjunction with TOF instruments (153—155). In one of these
studies (155), it was discovered that by orienting the ion source perpendicular
to the field-free drift region, the longitudinal energy spread of the ion packet was
substantially reduced. This allowed a mass resolving power of over 1000 to be
achieved for both low-mass and high-mass ions of biological interest. Also, the
sensitivity of the instrument allowed for the routine detection of low-picomole
and sub-picomole quantities of large, multiply charged species such as cyto-
chrome c. The potential utility of this instrument for conducting rapid off-line
screening of chromatographic effluents is evident in light of its simplicity, rapid
scanning speed, and high sensitivity. A combination of quadrupole or IT and
TOF analyzers will permit relatively high-resolution MS/MS studies, making it
possible to characterize product ions derived from unknown metabolites more
accurately (73).

VIll. METABOLISM STUDIES
A. In-Vitro Studies

Polar conjugates of drugs and their metabolites can be prepared by synthesis or
from in-vitro incubations. Unusual N-glucuronides of the calcium channel antag-
onists gallopamil and verapamil were synthesized in an elegant study by Mutlib
and Nelson (156). FAB mass spectra of the conjugates were obtained and charac-
teristic ions were found in the FAB mass spectra of glucuronides isolated from
the bile of rats dosed with gallopamil and verapamil. Fortunately, glucuronides
can also be readily prepared in vitro. For example, glucuronides of the antiepilep-
tic agent lamotrigine (157) the neuroleptic fluphenazine (56), and the combined
o- and B-adrenoceptor antagonist labetalol (158) were prepared by UDPGA -forti-
fied microsomal preparations. The lamotrigine glucuronide was unusual in that
glucuronidation occurred at N? of the triazine ring, which led to the formation
of a quaternary glucuronide. Glutathione conjugates can be prepared either syn-
thetically or by the use of immobilized glutathione transferases. The availability
of these conjugates has allowed their mass spectral characteristics to be examined
so that they can then be identified from in-vivo metabolism studies. In addition
to the preparation of conjugates, in-vitro studies can be useful for helping to
establish the primary routes of metabolism of a particular drug. Perfused rat liver
preparations have provided valuable information concerning the metabolism of
the dopamine D, agonist N-0923 (67); the morphinan analogs N-methyl dextror-
phan and N-methyl levorphanol (80); the antitumor agent ET18-OME (159); the
inotropic agent ethimizol (160); and the antitumor agent 5,6-dimethylxanthe-
none (53).

Hepatocytes and microsomes can also provide information concerning
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pathways of metabolism that occur in vivo (81,86,96,128,161-165). In one of
these studies (162), metabolism of the antimalarial agent WR 238605 was investi-
gated using rat liver microsomes. Metabolism involved O-demethylation, N-deal-
kylation, N-oxidation, and oxidative deamination. In addition, C-hydroxylation
involving the 8-aminoalkylamino side chain, which was previously unknown for
8-aminoquinoline analogs, was found to be an important metabolic pathway. In
another study (164), it was shown that the oxidation of the angiotensin II receptor
antagonist losartan to its active carboxylic acid metabolite E3174 in human liver
microsomes was catalyzed by CYP2C9 and CYP3A4. The immunosuppressive
agent FK506, a 23-member macrolide, was shown to produce two metabolites
when incubated with human microsomes (166). However, these were eventually
shown to be different conformers with the same structure. The negative FAB
mass spectrum of the metabolite showed a molecular ion at m/z 766, indicating
that it was simply a demethylation product, although it was not possible to de-
termine which of the seven methyl groups had been lost. Hepatic microsomes
from rat, monkey, and humans were used to study the oxidative metabolism
of L-746,530 and L-739,010, two potent and specific 5-lipoxygenase inhibitors
(163). These experiments have shown that L-739,010 and L-746,530 can form
intermediates that irreversibly bind to the hepatic microsomal proteins and that
the dioxabicyclo portion of the molecule is a reactive moiety. Covalent binding
is an important issue because of its potential to mediate toxic responses, such as
idiosyncratic and immunoallergic reactions. Differences in the in-vitro metabo-
lism of the neuroleptic drug haloperidol were demonstrated by using mouse and
guinea pig hepatic microsomes (81). In another study, rat hepatocytes were used
to examine metabolism of the NSAID ibuprofen. Cellular extracts and the media
were analyzed for ibuprofen using a stereoselective GC/MS assay (167). When
(R)-(—)-ibuprofen was incubated with the hepatocytes, its concentration declined
in an apparent first-order manner with the concomitant formation of metabolites.
(R)-(—)-ibuprofen was also shown to undergo a chiral inversion to the (S)-(+)-
enantiomer. However, the (S)-(+)-enantiomer was not converted to the (R)-(—)-
enantiomer, indicating that chiral inversion was unidirectional in these cells. Rat
and human hepatocyte cultures were also used to elucidate the metabolism of
the PGE, antagonists SC-42867 and SC-51089 (84). In a recent study (168),
incubations of primary cultures of rat hepatocytes with CI-937 resulted in the
formation of three glutathione conjugates and one glucuronic acid conjugate. The
structures of the glutathione conjugates were established by reference synthesis
with activated horseradish peroxidase, LC/MS/MS, and two-dimensional NMR
measurements. The glucuronic acid derivative of CI-937 was identified by
MS.

Microsomal incubations coupled with mass spectral analysis of products
has also been conducted for the H,-receptor antagonist mifentidine (104), the
immunosuppressant tacrolimus (169), the antipsychotic drug tiospirone (170),



Mass Spectrometry in Pharmaceutical Analysis 165

and the antifertility drug norgestimate (171). Primary metabolites of the important
immunosuppressive drug cyclosporine isolated from human urine were shown to
undergo further biotransformations when incubated with human liver microsomes
(172). Five of the 14 new metabolites were characterized by FAB/MS.

In-vitro studies have also been conducted in order to provide mechanistic
support for proposed pathways of metabolism. Three studies have examined the
metabolism of valproate by rat liver mitochondria. In two of these studies, it
was demonstrated that valproic acid undergoes metabolism through B-oxidation
(173,174). An unidentified metabolite observed in these studies was later shown
by LSI/MS/MS to be valproyl-AMP formed during the activation of valproic
acid in rat liver (175). Aldehyde oxidase isolated from mouse liver cytosol was
shown by in-vitro studies to be involved in the oxidative metabolism of the anti-
schistosomal agent niridazole (176). Metabolism of the LTD, antagonist verlu-
kast was investigated using rat liver and kidney cytosols (72). In rat liver cytosol,
the metabolite was a 1,4 Michael addition product in which GSH had added to
position 12 of the styryl quinoline of verlukast. Incubation with kidney cytosol
produced the GSH, cysteinylglycine, and cysteine conjugates of verlukast. In bile
collected from rats dosed intravenously with 50 mg/kg of verlukast, approxi-
mately 80% of the dose was recovered up to 4 h post dose. The GSH conjugate
accounted for 16.5% of the dose. The cysteinylglycine, cysteine, and N-acetylcys-
teine conjugates were observed and together accounted for 7.5% of the dose.
Verlukast accounted for 14.5%, and the remainder of the metabolites (40.5%)
were oxidation or acyl glucuronide metabolites.

The glucuronide metabolite of AZT was isolated from rat and human liver
microsomal incubations (177), and the formation of a toxic metabolite of AZT
was demonstrated in rat hepatocytes and liver microsomes (177). The metabolism
of tamoxifen was examined in human liver homogenate and human Hep G2 cell
line preparations by LC/API/MS (178). Several metabolites were detected in the
human liver homogenate extracts, namely, N-didesmethyltamoxifen, a-hydroxy-
tamoxifen, 4-hydroxytamoxifen, N-desmethyltamoxifen, and tamoxifen N-oxide.
All of these metabolites, except the N-didesmethyltamoxifen, were observed in
the samples after incubating tamoxifen with the human Hep G2 cell line. In-
vitro studies have also used MS to examine potential drug—drug interactions.
For example, (179) demonstrated that the o.,-agonist, dexmedetomidine, inhibited
metabolism of the anesthetic alfentanil, whereas clonidine had no effect.

B. In-Vivo Studies in Animal Models

Drug metabolism studies in animal models provides important information con-
cerning the structures of metabolites before embarking on costly human studies.
MS is used to provide confirmatory information if synthetic metabolites are avail-
able and to help in the structural characterization of novel metabolites. Many
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studies have employed off-line HPLC purification of urinary metabolites fol-
lowed by mass spectral analysis. Surprisingly, in view of the recognized utility
of soft ionization techniques, a number of studies published over the last few
years have employed EI for the structural characterization of metabolites. This
probably reflects the availability of EI instrumentation coupled with the ease of
operation in this mode, although studies which use API techniques are becoming
much more prevalent.

There have been numerous studies involving in-vivo animal models to elu-
cidate the metabolism of particular drugs (22,91,98,119,180—-182). The nonsteroi-
dal antiestrogen tamoxifen is subject to extensive biotransformation in humans
and laboratory animals (183). In particular, the dimethylamino group of tamoxi-
fen undergoes N-demethylation and formal replacement with a hydroxyl group,
affording the major metabolites tamoxifen amine and tamoxifen alcohol, respec-
tively. In this particular study in ovariectomized rats, tamoxifen was eliminated
in part as metabolites arising from conversion of its basic side chain to an oxy-
acetic acid moiety. Thus, tamoxifen acid was characterized spectrally from the
urine of rats after intraperitoneal administration of tamoxifen. It was not detected
in fecal extracts. In contrast, a second metabolite, 4-hydroxy-tamoxifen, was de-
tected and characterized only from fecal extracts, indicative of a qualitative differ-
ence in routes of elimination for tamoxifen and 4-hydroxy-tamoxifen. Fifteen
metabolites of the anticonvulsant drug stiripentol were identified in the urine of
rats treated with the drug (184). The major pathway of metabolism involved
hydroxylation of the methylenedioxy ring. Yet another study involved the charac-
terization and formation of the glutathione conjugate of clofibric acid (185). In-
vivo studies indicated that, following an intravenous infusion of clofibric acid to
rats (75 mg/kg), the concentration of clofibryl glutathione excreted in bile over
4 h was about 0.1% of the concurrent clofibryl glucuronide concentrations. Al-
though these results indicated a minor role for glutathione-catalyzed reactions in
clofibrate metabolism in vivo, they did define 1-O-acyl glucuronides as a new
class of substrates for glutathione S-transferase. The tricyclic antidepressant,
trimipramine, was shown to undergo extensive metabolism in the rat (186). In
this extremely thorough study, 20 metabolites were identified in the urine after
hydrolysis with B-glucuronidase. Four major routes of metabolism were identi-
fied: aliphatic and aromatic hydroxylation, and two different kinds of N-demeth-
ylation. In another study, four new rat urinary metabolites of the potent antihista-
mines, tripelennamine and pyrilamine, were identified (187). The metabolites
arose by N-dealkylation pathways most likely as a consequence of oxidation o.-
to the nitrogen atom undergoing N-dealkylation. An interesting mechanism for
the depyridination of tripelennamine and pyrilamine is proposed that involves
the formation of an oxazine intermediate. In a recent study (98), following intra-
peritoneal administration of Compound A (a breakdown product of sevoflurane),
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the presence in rat bile of two types of Compound A-—glutathione conjugates,
and the urinary excretion of two types of Compound A—mercapturic acids conju-
gates, was demonstrated by API/MS/MS. In other studies, a new urinary hydrox-
ylated metabolite of aprophen in the rat was identified (188), and the antiarrhyth-
mic agent, bucromarone was shown to undergo both O- and N-dealkylation in
rats and mice (189).

A thiazolidinedione hypoglycemic agent, CP-68,722, was shown to un-
dergo biotransformation to seven metabolites in the rat (190). Five of the metabo-
lites arose by hydroxylation and one by oxidation of the chromone. Chlorphenir-
amine, a potent antihistamine, underwent extensive metabolism in the rat and
was shown to form primarily hydroxylated metabolites (21). The new antiathero-
sclerotic agent CI 976 was shown to undergo both - and w-oxidation in the rat
in a manner analogous to long-chain fatty acids (191). A new meta-hydroxylated
metabolite of the antiarrhythmic drug mexiletine was identified in the hydrolyzed
urine of rats dosed with the drug (192). Three metabolites of the new anticonvul-
sant drug felbamate that arose through oxidation and hydrolysis were identified
in the rat, rabbit, and dog (193). Unchanged drug and metabolites were excreted
mainly in the urine. In an extension of earlier in-vitro studies, stable-isotope meth-
odology was used to investigate the mechanism by which (R)-(—)-ibuprofen un-
dergoes chiral inversion in vivo in the rat (194). The data were consistent with
stereoselective formation of a CoA thioester of (R)-(—)-ibuprofen and conversion
of this metabolite to an enolate tautomer. This resulted in the formation of a
symmetrical intermediate through which racemization of ibuprofen occurred in
vivo. Two novel N-oxide metabolites of metyrapone, a diagnostic drug used to
test pituitary function, were identified in the urine of rats dosed with the drug
(195). The N-oxides were surprisingly stable under EI conditions, and it was
possible to observe molecular ions for both of the metabolites. A combination
of EI and PCI/MS was used in the identification of urinary metabolites of imida-
pril, a new ACE inhibitor (196), in several animal models.

LSI/MS methodology has been employed in the analysis of peptide drugs, a
new and important area for pharmaceutical research. For example, three truncated
peptide metabolites of the synthetic decapeptide RS-26306 were characterized
by FAB/MS (197). Initial FAB analyses were unsuccessful due to interfering
substances derived from the biological matrix. However, hexyl ester formation
allowed protonated molecular ions to be detected. The synthetic anticoagulant
decapeptide MDL 28,050 underwent hydrolysis at four peptide bonds when ad-
ministered to rats, and metabolites were excreted in the urine (198). Six resulting
peptides, a des-alanine impurity present in the drug together with a metabolite
derived from this impurity, were identified by CF—LSI/MS. Two biliary metabo-
lites of irinotecan, a new antitumor agent, were identified in the rat (199). The first
characterization of intact sulfate and glucuronide metabolites of the neuroleptic
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fluphenazine was conducted using FAB/MS (55). An interesting study concern-
ing the metabolism of chlorpromazine N-oxide revealed that it could be reduced
and excreted as an ether glucuronide in the bile of rats dosed with the drug (200).
This is the first systematic study of N-oxide disposition that has been conducted
using modern techniques of structural characterization. A combination of LSI
and EI/MS was used in metabolism studies of the anticancer agent crisnatol
(201). PCI/MS has been used primarily in quantitative studies and in combination
with other ionization techniques, but there are two recent reports on its use in
combination with MS/MS. Using this technique, it was possible to identify 17
hydroxylated urinary metabolites of praziquantel in the mouse (202). As noted
above, numerous reports of API techniques for drug metabolism studies are ap-
pearing in the literature (22,203). A combination of API MS/MS and FAB/MS/
MS was used to identify the major metabolites of the anticancer agent mitoxan-
trone in pig urine (204). In a recent elegant study, LC/API/MS/MS was used in
combination with NMR spectroscopy to identify four glutathione conjugates (in
rat bile) derived from a nephrotoxic degradation product of the anesthetic agent
sevoflurane (205).

C. In-Vivo Studies in Humans

Human drug metabolism studies have made extensive use of EI methodology
(206,207). The uricosuric drug benzbromarone was found to be extensively me-
tabolized in humans, forming two major metabolites (206). The metabolites were
1’-hydroxybenzbromarone and 6-hydroxybenzbromarone. Benzbromarone was
hydroxylated in vivo at the prochiral center C1” to 1’-hydroxybenzbromarone.
Analysis of 1’-hydroxybenzbromarone from plasma and urine extracts by chiral
HPLC revealed that two peaks were eluted which showed a mean enantiomeric
ratio of 2: 1 for plasma and 7:3 for urine. These data demonstrate that the forma-
tion and elimination of this metabolite is enantioselective. LSI/MS was used in
studies that were focused upon the identification of polar conjugates (208,209).
FAB/MS provided fascinating data regarding 12 new cyclosporine metabolites
present in human bile from liver-grafted patients being treated with cyclosporine
(172). One of the metabolites was a glucuronide conjugate and the others arose
primarily through oxidative metabolism. The monohydroxylated, carboxylated
metabolite was found to be elevated in patients with cholestasis. FAB was also
used to identify a hydroxylated metabolite of diflunisal in human urine (210).
FAB/MS/MS was used to determine the metabolic fate and disposition of taxol
in cancer patients (211). Total urinary excretion was 14.3 = 1.4% (SE) of the
dose, with unchanged taxol and an unknown polar metabolite as the main excre-
tion products. Total fecal excretion was 71.1 * 8.2%, with 60-hydroxytaxol be-
ing the largest component. Unchanged taxol and four other metabolites were also
identified from fecal extracts.
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Many of the published studies concerning human metabolism have used
either EI or LSI techniques. However, as with animal studies, PCI has made a
contribution in selected cases. In the metabolism of tiospirone it was found that
sulfoxide and sulfone metabolites could be readily detected by PCI (170). Evi-
dence for oxidative activation of the anticancer agent mitoxantrone was obtained
by PCI MS/MS (212). GC/PCI/MS provided an efficient method for profiling
metabolites derived from phenobarbitone, primidone, and their N-methyl and N-
ethyl derivatives (213). The difficulty often encountered in obtaining sufficient
quantities of metabolites for profiling studies in human subjects has stimulated
a number of studies using highly sensitive ECNCI/MS methodology. Valproic
acid and 14 of its metabolites were quantified using four internal standards in
human urine (214). A carbomylglucuronide of the antiviral agent rimantadine
was identified in human urine (215). In an important study (216), GC/ECNCI/
MS was used to demonstrate that the mucolytic agent S-carboxymethyl-L-cyste-
ine (CMC) was metabolized to thiodoglycolic acid, its sulfoxide, and (3-carboxy-
methylthio)lactic acid. Thus, CMC is not excreted as the sulfoxide or as its decar-
boxylation product. This careful study has provided compelling evidence that
CMC does not undergo polymorphic sulfoxidation, as had been suggested previ-
ously.

There are a number of reports concerning the use of API-based techniques
in human metabolism studies (64,113,178,217-222). Metabolism of the new H,-
receptor antagonist ebrotidine was investigated using LC/MS (221). Using APCI
in both the positive and negative modes allowed for the identification of ebroti-
dine, 4-bromobenzenesulfonamide, and four S-oxidized metabolites in human
urine. Employing LC MS/MS techniques (220), the antipsychotic agent iloperi-
done was found to be extensively metabolized to a number of metabolites by
rats, dogs, and humans. It was shown that iloperidone was metabolized via O-
dealkylation, oxidative N-dealkylation, reduction, and hydroxylation. Identifica-
tion of some of the unknown metabolites in rat bile was successfully achieved
by a combination of LC/NMR and LC/MS with a minimum amount of sample
clean-up. The utility of coupling a semipreparative HPLC to an LC/MS instru-
ment for further characterization of collected metabolites was also demonstrated.
The major metabolites of stanozolol in human urine were identified using LC
APCI and API/MS/MS (203). Conjugated metabolites were identified using the
API technique. The identification of two human urinary metabolites of the antitu-
mor agent biantrazole (CI-941) was determined using LC/API methodology
(217). One metabolite was identified as an oxidation product of CI-941 with both
side chains oxidized at the hydroxymethylene groups, and other metabolite was
the analogous monooxidation product. The biotransformation of pravastatin in
humans was studied using API/MS (77). The parent drug was the major drug-
related material found in the urine, and at least 15 metabolites were also detected.
None of the metabolites accounted for more than 6% of the dose; but careful use
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of API/MS and NMR spectroscopy made it possible to provide structures for
virtually all of them. In another study (112), the metabolism of the antineoplastic
agent 1-(2-chloroethyl)-3-cyclohexyl-1-nitrosourea (CCNU) was examined using
LC/MS/MS techniques.

IX. SUMMARY

This review highlights the important role of MS in the analysis of pharmaceuti-
cals. GC/EI/MS and GC/ECNCI/MS were used extensively for quantitative anal-
yses until the early 1990s. Over the last few years there has been a dramatic shift
to the use of methodology based on LC/API/MS (6,18). However, for assays
that require the ultimate in sensitivity, GC/ECNCI/MS is still the method of
choice. There have been several reports concerning the coupling of CE with API/
MS for drug analysis (74,130). Whether this technique has practical utility for
routine drug disposition studies remains to be seen. The power of MS/MS in
combination with API ionization techniques has been aptly illustrated in the study
of Weidolf and Covey (22), in which more than 40 metabolites were detected.
The development of quantitative methodology for the analysis of pharmaceuticals
and their metabolites is still heavily reliant on the availability of authentic stan-
dards. This can overcome the potential problem of analyzing individual metabo-
lites that may have quite different ionization characteristics. The groundbreaking
studies of Abramson and his colleagues on the development of CRIMS may even-
tually provide methodology for quantitative studies that are compound-indepen-
dent (32). This will permit quantitative analyses to be performed without the need
to synthesize authentic standards. The introduction of MALDI/MS (151,223) will
affect significantly our ability to analyze macromolecular drugs such as proteins
and targeted monoclonal antibodies (224). The wide availability of LC/API/IT
methodology is making it a valuable technique for the identification of unknown
drug metabolites (70,225). Some reports are emerging describing the use of LC/
API/IT for routine quantitative determinations (69), although it is not yet fully
accepted for such applications. LC/API/TOF and various hybrid variations in-
cluding the quadrupole/TOF and IT/TOF (73) instruments afford higher resolu-
tion than can be obtained with triple-quadrupole instruments. Therefore, this
methodology should also find a niche for drug metabolism studies. There are
several groups using a combination LC/MS with LC/NMR (226) in order to
facilitate metabolite identification, particularly for unstable compounds. This
combination of techniques holds significant promise for the rapid metabolite iden-
tification. The search for improved sensitivity continues. LC/MS sensitivity will
continue to improve through advances in instrumentation together with the devel-
opment of novel API sources such as that described recently by Wang and Hacket
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(227). It is anticipated that LC/MS methodology will eventually be used to the
exclusion of all other techniques for the analysis of pharmaceuticals.
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Ultraviolet—Visible
Spectrophotometry

John H. Miyawa and Stephen G. Schulman
University of Florida, Gainesville, Florida

. INTRODUCTION

The absorption of electromagnetic radiation of wavelengths between 200 and 800
nm by molecules which have 1t electrons or atoms possessing unshared electron
pairs can be employed for both qualitative and quantitative analysis; as such, it
is known as spectrophotometry. As a wide variety of pharmaceutical substances
absorb radiation in the near-ultraviolet (200-380 nm) and visible (380—800 nm)
regions of the electromagnetic spectrum, the technique is widely employed in
pharmaceutical analysis.

The relationship between the concentration of analyte and the intensity of
light absorbed is the basis of quantitative applications of spectrophotometry. In
addition, features of absorption spectra such as the molar absorptivity, spectral
position, and shape and breadth of the absorption band are related to molecular
structure and environment and therefore can be used for qualitative analysis.

This chapter deals with the origin, nature, and measurement of the spectra
of molecules arising from the absorption of near-ultraviolet and visible radiation
and the dependence of the spectra on molecular structure, reactivity, and interac-
tions with the environment. In addition, the instrumentation employed to obtain
the spectra and the techniques used in absorption spectrophotometric analysis are
discussed.

The absorption of near-ultraviolet or visible light by molecules occurs as
a result of the interaction of the electric field associated with a light wave or
photon with molecular electrons. The intensity, position in the spectrum, and
appearance of the spectral band produced by this interaction depends on the ener-
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gies of the molecular electrons and their dynamic characteristics with respect to
the rest of the molecule. It is therefore appropriate to begin consideration of
spectrophotometry with some of the details of the electronic structure of mole-
cules and the nature of the interaction of the latter with the electric fields associ-
ated with electromagnetic radiations.

Il. MOLECULAR ELECTRONIC STRUCTURE

Electronic absorption spectra originate with the excitation of the electrons which
form the bonds holding the molecule together. A chemical bond originates from
the overlap of occupied atomic orbitals. The geometry of the overlap classifies
the type of chemical bonding, and the occupancy of the molecular orbital is gov-
erned by the Pauli exclusion principle (i.e., a maximum of two electrons can
occupy one orbital). In ¢ bonds the overlap of two atomic orbitals occurs along
the line joining the nuclei of the bonded atoms.

Because the electronic charge is localized between two atoms, electronic
repulsion prevents the formation of more than one 6 bond between any two atoms
in the molecule. Electrons engaged in ¢ bonding are usually bound strongly, and
considerable energy is required to promote these electrons to vacant molecular
orbitals. This means that absorption spectra involving G-electron excitations oc-
cur well into the vacuum ultraviolet (<200 nm) and are not observed in the
spectral region encompassing the near-ultraviolet and the visible.

n-Bonds are formed by the overlap of two atomic orbitals at right angles
to the line joining the nuclei of the bonded atoms. mw-bonding is weaker than G-
bonding and consequently, m-electrons are higher in energy than ¢-electrons. In
a m-bond, the distribution of electronic charge is concentrated above and below
the plane containing the - bond axis. While ¢-electrons are strongly localized
between the atoms they bind, m-electrons, not being concentrated immediately
between the parent atoms, are more free to move within the molecule and are
frequently distributed over several atoms. If several atoms are 6-bonded in series,
and each has a p orbital with the proper spatial orientation to form a 7-bond with
the others, a set of m-orbitals is formed which is spread over the entire series of
atoms. These m-orbitals are said to be delocalized or conjugated. In some cyclic
organic molecules, nt-delocalization may extend over the entire molecule. These
compounds are said to be aromatic, and they comprise the largest group of sub-
stances of interest in absorption spectrophotometry.

Because m-electrons are not concentrated between the bonded atoms, they
are not as tightly bound as c-electrons. Hence, they can be excited to higher
orbitals with smaller energies. For molecules containing isolated m-bonds, the
transitions involving m-electrons are still in the vacuum ultraviolet or at the limit
of the near-ultraviolet (e.g., ethylene absorbs at 180 nm). Molecules containing
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delocalized m-electrons usually have m-electron spectra in the near-ultraviolet
(e.g., butadiene absorbs at 220 nm), while the superdelocalized ®-systems, the
aromatic molecules, have m-electron spectra which range from the near-ultravio-
let for small molecules to the near-infrared for large ones.

In all atoms of the Periodic Table which have more than four electrons in
the valence shell (e.g., nitrogen), there are electrons in the valence shell which
are already paired. These electrons are unavailable for conventional covalent
bonding and yet have energies comparable to other electrons in the same shell.
Consequently, they are called nonbonding or n-electrons. Because the n-electrons
are higher in energy than either the 6- or m-electrons, they must be considered
as potential contributors to the spectral features of molecules possessing them.

While nonbonded electron pairs in molecules do not enter into covalent
bonding in the usual sense, they may exhibit a secondary kind of valency by
being transferred into vacant molecular orbitals in suitable acceptor molecules.
This results in the transformation of a coordination complex in which the bond
formed between the electron-pair donor and the acceptor is said to be a coordinate
covalent or dative bond. Brgnsted basicity is the simplest example of coordinate
covalent bond formation. A Brgnsted base donates a pair of nonbonded electrons
to a vacant 1s orbital of a hydrogen ion to form the conjugate acid. The 6-bond
formed between the base and the hydrogen ion results in the loss of identity of the
nonbonded pair previously localized on the base. The formation of coordination
complexes has significance in the interpretation of spectra of compounds having
nonbonded electron pairs.

In addition to the occupied molecular orbitals which comprise the chemical
bonds of molecules, each molecule has associated with it several higher-energy
molecular orbitals which are normally unoccupied. These are called antibonding
orbitals. Antibonding orbitals may have their electron density lying along the
bonding axis and are then denoted as G*-orbitals.

Electronic absorption entails the promotion of an electron, by the absorp-
tion of energy, from an originally occupied bonding or nonbonding orbital to an
originally unoccupied molecular orbital (Fig. 1).

In all organic molecules except free radicals, the nonbonding orbitals are
normally doubly occupied and the electrons in these orbitals have vectorially
opposite spin angular momenta. However, when an electron is promoted to a
higher orbital, the orbital originally occupied and the antibonding orbital occu-
pied both become singly occupied it is then no longer required that the two elec-
trons have opposite spins, and there is a finite probability that one electron will
change spin.

The lowest possible electronic energy a molecule can have is referred to
as its ground electronic state and corresponds to the state having the configuration
in which all electrons are in the lowest energy orbitals available. Promotion of
an electron from an orbital which is occupied in the ground state to one which
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Fig. 1 The order of orbital energies and approximate order of electronic transition ener-
gies in a hypothetical unsaturated molecule containing a heteroatom with a nonbonded
electron pair (n).

is normally unoccupied in the ground state is called an electronic transition and
results in the formation of an electronically excited state of the molecule. Because
there are several unoccupied orbitals in each molecule, several electronically ex-
cited states are possible. Each electronic state of a molecule is characterized by
a particular distribution of electronic charge in the molecule. This means that the
dipole moment of an electronically excited molecule will generally be different
from that of the same molecule in the ground electronic state. In fact, a substantial
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change in the dipole moment accompanying electronic transition is a requirement
for the occurrence of an intense band in the absorption spectrum.

The electronically excited states of organic molecules which absorb in the
near-ultraviolet and visible regions are created by the promotion of m-electrons
to *- and n-electrons to w*- or 6*-orbitals. The states resulting from these pro-
motions are called m,w*-, n, ©*-, and n,c*-states, respectively. The formation of
T,0*-states is also possible, but because of the relatively low energies of the nt-
orbitals and the higher energies of the o*-orbitals, transitions from the ground
state to m,G*-states are invariably observable only in the vacuum ultraviolet (at
wavelengths < 200 nm). Generally, the production of n,6*-states is observable
only in heteroatom-substituted, saturated compounds such as alkyl mercaptans.
The n,c*-states and m,m*-states of small conjugated olefinic molecules are pro-
duced in transitions giving rise to absorption bands in the near-ultraviolet, be-
tween 200 and 250 nm.

Electronic states are also designated by spin angular momentum. In most
organic molecules the ground state has an even number of electrons which are
paired in the lowest-lying molecular orbitals. There are two possible orientations
of the spin angular momentum vactor of an electron. In the ground states of most
organic molecules, the number of electrons with either spin vector orientation is
the same and the net spin angular momentum is zero. States which have zero
spin angular momentum (i.e., no unpaired electrons) are called singlet states.

If an electron is promoted from an occupied orbital to a higher, previously
unoccupied orbital, the electron promoted will usually retain its original spin, in
which case the excited state will also be a singlet state. If, however, the promoted
electron does change spin, there will be two unpaired electrons in the molecule.
In a molecule with two unpaired electrons there are three possible orientations
of the resultant spin angular momentum vector in an externally applied magnetic
field, each having a slightly different energy (in the same direction as the field
vector, opposite to the field vector, or normal to the field vector). Thus, a molecule
with two unpaired electrons is said to be in a triplet excited state.

The triplet states are of great importance in fluorescence and phosphores-
cence spectroscopy. However, the formation of a triplet excited state from a
ground singlet state by direct absorption of radiation requires a change in spin
angular momentum. A photon of light, however, has zero spin angular momen-
tum. The production of the triplet state from the ground singlet, therefore, violates
the law of conservation of angular momentum and thus is extremely improbable.
This is manifested in absorption spectra in the form of vanishingly small band
intensities. Consequently, singlet—triplet absorption spectra are not normally ob-
served in typical absorption spectra.

In unsaturated molecules having nonbonded electron pairs, it is possible
to have excited states formed by the promotion of an n-electron to a vacant orbital.
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Excited states formed in this way are called n,m*-states. While the bonding ©
orbitals are much lower in energy than the atomic orbitals from which they are
formed, the n-electrons are only slightly lower in energy than atomic valence-
shell electrons. As a result, the n-electrons are higher in energy than m-electrons
in the same molecule, and the energy separation between the n orbitals and m*
orbitals is smaller than the separation between the m and rt* orbitals.

Hence, n,m*-excited states generally lie lower than ®,t*-excited states in-
volving the same m* orbital. In aromatic molecules, n-orbitals are most often
encountered in nitrogen heteroatoms and in carbonyl-substituent groups. The n-
orbital is usually an sp*> hybrid directed in the plane of the aromatic ring and
therefore at right angles to the m- and m*- orbitals.

Not all nonbonded electron pairs are projected perpendicular to the ©t- and
m*-orbitals. Some, such as those in exocyclic amino groups and hydroxy groups,
lie almost parallel to the m-orbitals of the aromatic ring and in this case may
participate in the m-electron structure of the aromatic system. The excited states
formed by the promotion of these electrons (which will hereafter be called lone-
pair or / electrons, to distinguish them from n-electrons) are generally found to
behave more like m,w*-states than n,t*-states. These m,w*-like states will hereaf-
ter be called intramolecular charge transfer states (or [,m*-states), because they
arise from the transfer of an electron from the exocyclic group to the aromatic
ring. In n,t*-states the promoted electron is localized near the group from which
it originated, but in /,*-states the promoted electron may be displaced far from
its site of origin.

Intramolecular charge-transfer excited states may also arise from the pro-
motion of a m-electron from the aromatic ring to a vacant t*-orbital localized
on an exocyclic group. This phenomenon is often observed in aromatic carboxylic
acids, aldehydes, and ketones, where the carbonyl group is conjugated with the
aromatic ring.

The arrangement of the atoms comprising a molecule determines the molec-
ular geometry. The atoms, however, are not rigidly fixed in space, but execute
periodic motions with respect to one another and with respect to the center of
mass of the molecule. These periodic motions of the molecular atoms are called
normal vibrations. They result from the tendency of the positively charged nuclei
to repel each other and the tendency of the bonding electrons to hold them to-
gether. Because of the mobility of the bonding electrons, the nuclei never come
to rest but rather vibrate about an equilibrium position. The close interrelationship
between electronic and vibrational structure arises from the dependence of both
the electronic and vibrational properties on the electronic distribution of the mole-
cule. The valence electrons may be thought of as “‘springs’” which hold the vi-
brating molecule together. These ‘‘springs’” will have restorative properties
which vary with the electronic distribution in the molecule. As a result, the equi-
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librium positions of the component nuclei of the molecule may be different for
different electronic states of the same molecule.

Just as it is possible to produce electronically excited states by the alteration
of the electronic distribution of the molecule, it is possible to produce vibra-
tionally excited states by displacing the atoms of the molecule. These states are
vibrationally excited by comparison with the lowest-energy vibrational mode pos-
sible for the molecule, and their attainment requires the absorption of energy in
steps or quanta, each of which is of the order of 10% of the magnitude of the
energy required to promote an electron to a higher orbital. Because of differences
in electronic distributions, each electronic state of a molecule has its own group
of associated vibrational energy levels.

At room temperature (298 K), it may be assumed to a good degree of
approximation that in any given electronic state of a molecular species, only the
lowest vibrational level is populated if the system under consideration is in ther-
mal equilibrium with its surroundings. This approximation will greatly simplify
the consideration of the shapes and fine structures of electronic absorption bands.

lll. THE ABSORPTION OF LIGHT BY MOLECULES

A. The Interaction of Light with Molecular Electronic
Structure

A light wave is an electromagnetic disturbance traveling in a straight line with
an in-vacuo speed (¢) of 3.0 X 10" cm/s. Perpendicular to the direction of travel
of the wave there is an alternating electric field, and perpendicular to the direction
of travel of the wave and to the plane of oscillation of the electric field vector
there is an alternating magnetic field. The frequency of oscillation of the electric
and magnetic field vectors is called the frequency of the light, v. The distance
traveled by the wave during the period of one complete cycle of the electric vector
is called the wavelength of the light, A. The speed, frequency, and wavelength of
the light wave are related by the equation

c=2Av ey

Because of the electric field associated with light, an electron placed in the path
of a light wave will experience a force and is capable of absorbing energy from
the electric field of the light wave. If an electron belonging to a molecule in its
ground electronic state absorbs energy from the electric field of a light wave, the
electron will be promoted to an unoccupied orbital and will be transported from
one site to another in the molecule. The net result will be that the molecule will
have absorbed energy from the light and will be raised from the ground state to
an electronically excited state. However, not all frequencies of light can be ab-
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sorbed by a given molecule. Quantum theory tells us that the energy associated
with one wavelength of light of frequency v is
_ he

A

E = hv 2)
where & is a proportionality constant known as Planck’s constant (2 = 6.625 X
1077 erg/s). A necessary condition for light of frequency v to be absorbed by a
molecule in its ground state is that the energy gap between the ground state and
the excited state to which excitation occurs is exactly equal to Av, or

E.—E,=hv 3)

where E, and E, are the energies of the ground and excited states, respectively.
If E, — E, is not equal to hv, absorption will not occur and the molecule is said
to be transparent to light of frequency v. The absorption of light by a molecule
causes an electronic transition. Because the distribution of molecular electronic
charge changes when light is absorbed, the absorption of light by a molecule is
also called an electronic dipole transition. The dipole moments associated with
the various electronically excited states of a molecule are different, and the line
along which the resultant dipole moment changes during the transition is called
the direction of polarization of the electronic transition. The period or time of
the absorption process is given, classically, by

T=- “4)
v

Consequently, light of A = 300 nm (3.0 X 107° ¢m) which has a frequency of
1 X 10 s7! will be absorbed in 1 X 1079 s.

B. Electronic Absorption Spectra

The electronic absorption spectrum of a molecule is a graphical representation
of the intensity of light absorbed in producing electronic transitions in the mole-
cule as a function of the frequency of the light. In regions where the intensity
of light absorbed is high, strong absorption bands are said to occur. In regions
of frequency where the intensity of light absorbed is low, weak absorption bands
are said to occur. Most absorption spectra recorded on commercial scanning spec-
trophotometers are represented as absorbance (absorption intensity) versus wave-
length; this is a situation arising from electronic and optical convenience to the
manufacturer of the instrument. A more physically meaningful spectrum would
display absorbance versus frequency, because the frequency is linearly related
to the energy gaps between the molecular electronic states represented in the
spectral bands, while the wavelength is inversely related to energy.
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Equations (2) and (3) suggest that absorption should occur at discrete values
of A or v in the absorption spectrum and should therefore appear as narrow lines
as is the case in atomic spectra. In molecules, however, each electronic state
consists of several vibrational substates. In the ground electronic state nearly
all absorbing molecules occupy the lowest vibrational sublevel. However, if the
absorbing sample is scanned over a wide range of UV or visible wavelengths,
excitation to some or all of the various vibrational sublevels of the terminal ex-
cited electronic state will occur. Since the vibrational sublevels of the excited
state differ slightly in energy, the absorption will occur over a fairly broad wave-
length region in the spectrum, giving rise to an absorption band rather than a
line. Depending on the spectral region where absorption occurs and the rigidity
of the molecule, absorption bands corresponding to a single electronic transition
may range from about 50 to 100 nm in breadth.

C. The Spectral Positions of Electronic Absorption Bands

In the smaller aromatic molecules (derivatives of benzene, naphthalene, and
phenanthrene) having no n-electrons, three absorption bands, corresponding to
T—7* transitions, are normally observed in the visible and near-ultraviolet re-
gions. In benzene itself, the shortest wavelength of these bands actually lies in
the far ultraviolet at ~184 nm. In larger aromatic molecules, e.g., anthracene
derivatives, additional bands may be observed at the short-wavelength end of the
ultraviolet, but these will not be of concern here. According to the free-electron
model, the lowest m*- and highest mt-orbitals of an aromatic ring system become
closer in energy as the number of fused rings increases (or, in general, as conjuga-
tion of the m-system is extended). As a result, the longest-wavelength absorption
bands of anthracene lie at longer wavelengths (lower transition energy) than their
counterparts in naphthalene, which in turn lie at longer wavelengths than those
in benzene (Fig. 2).

The absorption spectra of substituted aromatic molecules bear remarkable
similarities to the spectra of the parent hydrocarbons. Aromatic ring substituents
exert their influences on the positions of spectral bands by electrostatically and
electromerically altering the energies of the lowest excited states relative to that
of the ground state. In this regard an aromatic ring is said to be a chromophore,
because it is the part of the substituted molecule responsible for the general spec-
troscopic region where absorption takes place. The substituent is called an auxo-
chrome because it affects the exact region where the absorbing molecule displays
its absorption bands.

Auxochromes which do not conjugate with the chromophore or conjugate
weakly, such as —-NHj, —SO3, —CH;, —Cl, —Br, and nitrogen as a heteroatom in
molecules such as pyridine and quinoline, exert their influences on the spectral
bands of the chromophore predominately by their electrostatic or polarizing ef-
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Fig. 2 The order of energies of the highest occupied m-orbital, the nonbonding (n)-
and lone-pair (/) orbitals, and the lowest unoccupied m*-orbital of a typical substituted
heteroaromatic molecule and the corresponding transitions. The relative position of the
lowest m*-orbital, ¥, results from the substitution of an exocyclic group having vacant
m-orbitals (an electron acceptor) onto the aromatic system. The line denoted p represents
the energy of an atomic p-orbital from which the n- or [-orbital arises.

fects on the charge distributions of the electronic states involved in the transitions
giving rise to the spectral bands. Since the excited states are generally more
polarizable than the ground state, the excited states are usually somewhat more
stabilized than the ground state by the polarizing effect of the substituent, and
small shifts to longer wavelengths (red shifts) of the spectral bands of the substi-
tuted molecules are usually observed. In the cases of —SO;~, where valence-
shell expansion of the hexavalent sulfur atom (d-orbital participation), and —CH3,
where hyperconjugation may be involved, weak conjugative effects which are
more pronounced in the excited state may also be responsible for the fact that
molecules such as toluene absorb at wavelengths slightly longer than where ben-
zene absorbs.

Substituents which conjugate strongly with aromatic rings donate electrons
to or withdraw electrons from the m-system of the chromophore and thereby ex-
tend the size of the conjugated system. Those substituents which demonstrate
this behavior in the ground electronic state usually behave in the same way, but
to a much more exaggerated degree, in the excited states of the substituted mole-
cules. The positions of the absorption bands of molecules containing strongly
conjugating substituents vary from those of the parent hydrocarbons according
to the difference between the degree of electron donation to, or electron with-
drawal from, the chromophore in the ground and excited states. Groups such as
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—NH,, —OH, —-O~, —SH, and —S~ have unshared pairs of electrons which can be
transferred into w*-orbitals belonging to the chromophore. These groups are best
considered by treating the lone pair, in the ground state of the substituted mole-
cule, as residing in a molecular orbital which is essentially localized on the exocy-
clic substituent group. The energy of this orbital is slightly lower than that of an
atomic 2p orbital but considerably greater than that of the highest occupied -
orbital of the aromatic ring (Fig. 3). The energy gap between the highest occupied

orbital (lone pair) and the lowest unoccupied orbital of the substituted molecule

is thus lower than the corresponding gap of the unsubstituted molecule, and as
a result, the absorption spectrum of the substituted molecule lies at longer wave-
lengths than that of the parent molecule.

Electronic absorption in the donor-substituted molecule entails transfer of
an electron from the substituent group to the aromatic ring. Hence, the higher
the energy of the lone-pair orbital, the lower is the energy required to cause
the intramolecular charge-transfer process associated with absorption. Because
nitrogen has a smaller atomic number than oxygen, its lone-pair electrons are
less tightly bound by the exocyclic substituent and the energy of the nitrogen
lone pair is higher than that of the oxygen lone pair. This is why -naphthylamine

1
200 300 400

WAVELENGTH (nm)

Fig. 3 Near-ultraviolet absorption spectrum of benzene (B), naphthalene (N), and an-
thracene (A).
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absorbs at longer wavelengths than does [-naphthol. In general, amino-substi-
tuted aromatic rings will absorb at longer wavelengths than the corresponding
hydroxy-substituted aromatic rings. Protonation of the nitrogen lone pair removes
it entirely from the spectroscopic process because it is converted, by protonation,
to a 6-bond. Hence, the spectrum of the 3-naphthylammonium ion is almost the
same as that of naphthalene (Fig. 4). Dissociation of -naphthol to form the -
naphthoxide ion raises the energy of the oxygen lone pairs because of repulsions
produced by the negative charge of the residual lone pair created as a result of
dissociation. Consequently, absorption in the B-naphtholate anion occurs at lower
energies or longer wavelengths than in B-naphthol. The lone pairs of sulfur atoms
are higher in energy than the lone pairs of oxygen because of the greater radius

ABSORBANCE

WAVELENGTH (nm)

Fig. 4 The absorption spectrum of the cations (1C and 2C) and neutral molecules (1N
and 2N) derived from 1-naphthylamine and 2-naphthylamine, respectively. Note the simi-
larities of the spectra of the cations and their resemblance to the spectrum of naphthalene
(Fig. 3).
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of the former, which contributes to lower electrostatic attractions by the sulfur
nucleus. Mercaptoaromatics, such as -naphthylmercaptan, therefore, absorb at
longer wavelengths than their oxygen counterparts, such as [3-naphthol.

Electron acceptor groups such as —NO,, -COOH, —CHO, and —CN may
be considered to interject vacant low-energy m*-orbitals into the aromatic system
between the highest - and lowest m*-orbitals of the unsubstituted chromophore
(Fig. 3). Because the energy gap between the highest ©t- and lowest mt*-orbitals is
smaller in the acceptor-substituted molecules, electronic absorption which entails
transfer of an electron from the aromatic ring to the acceptor group occurs at
longer wavelengths than in the parent hydrocarbon. Protonation of an acceptor
group lowers the energy required to promote an electron from the aromatic ring
to the acceptor group. This is reflected in the lowering of the w*-orbitals of the
substituted chromophore and causes the absorption spectrum of the protonated
molecule to move to longer wavelengths relative to that of the unprotonated mole-
cule. Hence, solutions of 9-anthraldehyde, which are yellow by virtue of absorp-
tion near 400 nm, turn red, indicating absorption near 500 nm, upon addition of
concentrated sulfuric or perchloric acid. Similarly, dissociation of an acidic ac-
ceptor group such as —COOH leaves a residual negative charge on the substituent
which repels electrons of the aromatic ring. This raises the energy of the lowest
m¥-orbitals of the carboxylic acid and causes the absorption spectrum to shift to
shorter wavelengths (blue shift). Almost all aromatic carboxylic acids will show
a blue shift upon dissociation to the corresponding aryl carboxylate.

In carbonyl compounds, the more strongly electron donating the substitu-
ents attached to the carbonyl group are, the higher the energies the m*-orbitals
of the compound will be and the shorter will be the wavelengths of absorption.
Hence, the 1 — m* absorption spectra of aromatic carbonyl compounds will fall
into the following decreasing order of absorption wavelength:

O >0 >0 >0 >0
LA AL
H CH; OH NH, O

It should be mentioned here that in dealing with carbonyl compounds only the
T — 7* absorption spectra have been considered. These compounds may also
show weak n — m* absorption bands. In aldehydes and ketones the n — m*
absorption bands occur at wavelengths longer than the longest-wavelength
T — ¥ absorption bands. However, the n — ©* transitions are essentially local-
ized on the carbonyl groups and entail electron transfer from the oxygen atom
to the carbon atom. Electron-donating substituents such as —OH, —OR, and
—NH, attached to the carbon atom of the carbonyl group repel the n-electron in
the n,m* excited state, considerably raising the energy of the latter. Hence, in
carboxylic acids, esters, and amides, and in carboxylate anions, the n — 7* ab-
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sorption bands are displaced to very short wavelengths (<250 nm), are well hid-
den under the intense shorter-wavelength T — 7* bands, and are rarely observed.

A heteroatom in the aromatic ring may be thought of as a special kind of
substituent. Two types of heteroatoms may be distinguished. If the heteroatom
contributes one 7-electron to the aromatic system, it will be bonded to the adja-
cent atoms, very much like aromatic carbon. It will exert its effect on the elec-
tronic structure of the molecule by virtue of its possession of nonbonded electron
pairs and by its ability, relative to that of aromatic carbon, to attract m-electrons.
Nitrogen, as it occurs in pyridine, quinoline, isoquinoline, and acridine, is the
only common member of this class of heteroatoms and will hereafter be referred
to as pyridinic nitrogen.

If the heteroatom contributes two electrons to the m-electronic structure of
the molecule (e.g., nitrogen in pyrrole or indole, oxygen in furan, sulfur in thio-
phene), it essentially represents a charge-transfer donor-type substituent. Its effect
on the electronic structure and spectra will be dominated by its ability to donate
electrons and to a lesser extent by considerations of electronegativity. Thus, the
interactions of nitrogen, oxygen, and sulfur in, say, indole, benzofuran, and
benzothiophene, with their aromatic systems, are similar to the interactions of
amino, hydroxy, and mercapto exocyclic groups with their aromatic systems.

The principal difference between the nonbonded electron pair of a pyridinic
nitrogen atom and the lone pair of a pyrrolic nitrogen atom is the orientation of
the orbital accommodating the unshared pair with respect to the pm-orbitals of
the aromatic system. The nonbonded orbitals of pyridinic nitrogen atoms are
directed in the plane of the aromatic ring and perpendicular to the prm-orbitals.
As a result, there is poor overlap between the two types of orbitals and therefore
low transition probability. The lone pairs of pyrrolic nitrogen atoms are directed
perpendicular to the plane of the aromatic ring and parallel to the p ~ orbitals
of the aromatic system, allowing for strong conjugation in the ground state and
intense intramolecular charge transfer upon electronic absorption.

The pyridinic nitrogen atom is slightly more electronegative than the carbon
atoms to which it is bonded. Thus the heteroatom has a slight polarizing effect
on the electronic distribution of the heterocyclic ring. However, if no charge-
transfer donor (e.g., -NH,, —OH) substituents are substituted onto the aromatic
ring, the effect of the pyridinic nitrogen atom on the ground and wt,m*-states of
the aromatic ring is so nearly identical that the separation between these states
in the heterocyclic ring is practically the same as in the corresponding homocyclic
molecules. Thus, the absorption bands of the heterocyclic molecule are almost
identical in spectral position with those of the parent homocyclic molecule. If,
however, electron-donor substituents are also present, the excited states are so
much more strongly polarized by the heteroatom that the absorption spectra lie
at longer wavelengths than in the homocyclic system.
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Because of the presence of the non—bonded electron pair, pyridinic nitrogen
atoms have basic properties. Protonation at the pyridinic nitrogen atom has a
substantial effect on the absorption spectrum. This arises from the dramatic in-
crease in electronegativity of the heteroatom resulting from the acquisition of a
formal positive charge. In this case the polarizing effect of the protonated nitrogen
atom is so strong that its differential effects on the ground and excited state of
the heterocycle are immediately obvious. The excited states, being more polariz-
able than the ground state, are more stabilized by the electrostatic attraction of
the protonated nitrogen atom, and the spectrum shifts to the red relative to the
spectrum of the unprotonated heterocycle.

The n-electrons associated with pyridinic N-heterocyclics are also capable
of participating in n — 7* transitions. The absorption bands corresponding to
these transitions are of low intensity and lie at wavelengths longer than the longest
© — ©* bands. However, in polycyclic heterocyclics such as quinoline, isoquino-
line, and acridine, they are not easily observed because they are buried under the
long-wavelength tailing of the much more intense longest-wavelength ® — 7*
band. In pyridine the shoulder at ~270 nm on the longest-wavelength T — 7*
band is believed to be an n — ©* band overlapped by the T — 7*. In polyazaaro-
matics such as pyrazine, pryrimidine, pyridazine, triazine, and tetrazine, the n —
¥ transitions tend to move to longer wavelengths with increasing numbers of
nitrogen atoms in the ring. This no doubt is a result of repulsion between non-
bonded electron pairs, which raises the energies of the n-orbitals and decreases
the gap between the n-orbitals and the m*-orbitals of the aromatic ring.

Protonation of a nonbonded electron pair will completely eliminate
n — 1* absorption bands in molecules containing only a single pair of n-elec-
trons. This is due to the conversion of the nonbonded pair to a G-bond by proton-
ation. In molecules having more than one nonbonded pair, protonation will shift
the n — m* transition to shorter wavelengths by diminishing repulsion between
the electrons in the n-orbitals. The foregoing arguments are valid for substituent
effects in substituted nonaromatic conjugated molecules as well as in substituted
aromatics.

The introduction of a second substituent into an aromatic ring may have a
very small or a very dramatic effect on the positions of the absorption bands. If
both substituents are electron donors or electron acceptors, the effect of the sec-
ond substituent will usually be rather small. If the two substituents are not identi-
cal, the electron donor with the highest-energy lone pair will dominate the spec-
trum. For example, the absorption spectrum of m-aminophenol will be very close
to that of aniline. If the two substituents are electron acceptors, the one with the
stronger electron-withdrawing influence will appear to be the dominating factor.
The absorption spectrum of pyridine 3-aldehyde, for example, appears in very
nearly the same place as the spectrum of benzaldehyde. If, however, one substitu-
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ent is electron-withdrawing and one is electron-accepting, the spectral features
will be much more red-shifted when both substituents are present in the aromatic
ring than when either one is present alone. In essence, one may view the spectro-
scopic transition in the electron donor and acceptor disubstituted molecule as
involving charge transfer from the lone pair of the donor group to the lowest *-
orbital associated with the acceptor group.

There are certain special cases of substituent effects which limit the gener-
ality of the foregoing arguments. In 9-substituted anthracenes (such as 9-anthroic
acid), when the substituent is bulky, steric hindrance between the substituent
group and the peri hydrogen atoms in the 1- and 8-positions interfere with copla-
narity of the substituent with the anthracene ring. In 9-anthroic acid the carboxyl
group is perpendicular (or nearly so) to the anthracene ring, so the longest-wave-
length transition does not contain an appreciable charge-transfer component. As
a result, the absorption spectrum of 9-anthroic acid is almost identical to that of
anthracene. Similarly, in certain o-substituted biphenyls, steric hindrance to co-
planarity prevents coupling of the entirety of each aromatic system, so their spec-
tra resemble those of substituted benzenes. In certain o-disubstituted compounds,
such as salicylic acid, intramolecular hydrogen bonds may form between the
substituents. In salicylic acid, the phenolic proton is hydrogen-bonded to the car-
boxyl group.

The intramolecular hydrogen bond leaves a partial negative charge on the
hydroxyl group, making it a better electron donor, and leaves a partial positive
charge on the carboxyl group, making it a better electron acceptor. As a result,
the longest-wavelength absorption band of salicylic acid lies at slightly longer
wavelengths than that of the electronically similar but non-hydrogen-bonded o-
methoxybenzoic acid. However, when salicylic acid dissociates, the residual neg-
ative charge left on the carboxyl group which inhibits its electron-acceptor prop-
erties is partially offset by a strengthening of the intramolecular hydrogen bond.
As a result, the anticipated blue shift of the longest-wavelength absorption band
of salicylic acid is almost negligible, although o-methoxybenzoic acid demon-
strates a substantial blue shift of its longest-wavelength absorption band upon
dissociation, as is typical of carboxylic acids.

D. Intensities of Spectral Bands

The intensity of an absorption band (the absorbance) is determined by the rate
of transition between the ground and excited states of the electronic transition
giving rise to the band. The rate of transition is determined by the intensity of
exciting radiation, the path length of exciting radiation through the sample, the
concentration of potential absorbers in the sample, and the probability that an
absorptive transition will occur from the ground to an excited state of the ab-
sorber. In quantitative analysis, it is the concentration of absorbers that is of
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interest. However, the concentration of absorbers, the optical depth of the sample,
and the intensity of exciting radiation are experimentally controllable variables.
Ultimately, the probability of absorptive transition, which is a function of molecu-
lar electronic structure and the nature of the transition, determines whether ab-
sorption will occur intensely enough to be analytically useful.

The probability of absorptive transition between two electronic states is
described quantum mechanically by a term called the transition moment integral,
R. Although the quantum mechanical derivation of R is beyond the scope of this
treatment, it is appropriate to visualize R as the change in electronic dipole mo-
ment of the molecule which absorbs radiation (i.e., if e is the electronic charge
and r is the vector along which the displacement of electronic charge in the atom
occurs as a result of the transition, then R = er). The spectroscopic significance
of R is that the molecular probability (or intensity) or radiative transition is pro-
portional to R2. The greater the value of the electronic dipole moment change in
the electronic transition, the greater will be the inherent intensity of the transition.

For absorptive transition it can be shown that the measurable integrated
inherent intensity (the molar absorptivity, €) of an absorption band, expressed as
absorbance A per unit concentration of absorber ¢ and optical depth d of the
sample, is given by

e=A_ J edv = 1.085 X 10%V,|R 5)
0

where V,,, the reciprocal of the wavelength at the center of the band, is measured
incm™, €, the absorptivity at any given value of V in the spectral band of interest,
is usually expressed in terms of L/mole cm (where ¢ is expressed as moles/L
and d in cm), and R is expressed in esu cm. For Gaussian-shaped bands,

J S,d\_, = 8m\_/]/2 (6)
0

where €, is the absorptivity at the band maximum (center), and Vv, is the band
width at half-maximum absorption.
The absorbance is defined by the Beer-Lambert law,

A = —log L —log T )
Iy

where I and I, are the intensities of exciting light transmitted through the sample
in the presence and absence, respectively, of the absorbing species, and T is called
the transmittance. Although in analytical practice it is customary to measure A
and € at some nominal analytical wavelength, Beer’s law is, strictly speaking
valid only for A and € integrated over the entire spectral band. For Gaussian
bands, € is proportional to €, a fact that justifies using absorbances and absorptiv-
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ities measured at the band maximum provided that they are measured using light
that is highly monochromatic. However, for € # €, and for non-Gaussian spectral
bands, the absorbance measured at a single nominal wavelength will not necessar-
ily be truly proportional to the concentration of absorbers and will give less than
ideal analytical results.

The magnitude of the transition moment integral depends in large part on
the molecular electronic distributions in the ground state and the excited state
participating in the absorptive transition. In particular, the spatial properties of
the orbitals accommodating the optical electron in the ground and excited states
are important in determining the magnitude of R. The n — m* transitions of N-
heteroaromatics, azaaromatics, and carbonyl compounds involve promotion of
an electron from an sp? orbital to a m*-orbital directed at right angles to the
former. There is little or no overlap between the n-sp*orbital and the m*-orbital
and, as a result, the probability of promoting the n-electron to the m*-orbital
through a region of space quantum mechanically forbidden to it (this amounts
to ionization and recapture of the n-electron) is low. This results in a very small
value of R and therefore of ¢,. Typically, n — ®* transitions have ¢, < 1000
and are said to be symmetry-forbidden transitions. Although n — m* transitions
play a major role in the practicability of fluorescence or phosphorescence analy-
sis, they are usually of little or no value in quantitative trace analysis by absorpti-
ometry. The n — ¢* transitions are also symmetry-forbidden.

The m — m* transitions of unsaturated, conjugated, and aromatic molecules
and their derivatives are usually allowed transitions corresponding to intense ab-
sorption bands of € = 1000—100,000. However, in some of the long-wavelength
transitions of the highly symmetrical unsubstituted aromatic molecules (e.g., ben-
zene and naphthalene), the ground and excited states are highly symmetrical in
their electron distributions. As a result, these transitions entail no change in elec-
tronic dipole moment and theoretically R = 0. These transitions which include
the longest-wavelength absorption bands of the aromatic hydrocarbons are weak
(e.g., for benzene, €, = 200). Transitions having low intensity because of highly
symmetrical charge distributions in ground and excited states are also said to be
symmetry-forbidden.

If heteroatomic or exocyclic substituents are introduced into a highly sym-
metrical aromatic ring the substituents, by virtue of breaking down the electronic
symmetries of highly symmetrical molecules, can intensify ordinarily forbidden
transitions. Thus, the longest-wavelength absorption band of benzoic acid is about
five times more intense than that of benzene, and those of quinoline and isoquino-
line are about 10 times more intense than that of naphthalene. The greater the
extent to which a substituent interacts with the excited states of the parent hydro-
carbon, the greater will be the breakdown in the symmetry of the electronic distri-
bution of the excited states and the greater will be the transition dipole moment
R. This means that the strongly interacting substituents will not only produce
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greater red-shifting of the absorption bands but will also give rise to more intense
absorption bands than will weakly interacting substituents.

E. The Shape and Structure of Absorption Bands

The electronic transition from the ground state to an electronically excited state
will often entail changes in vibrational as well as electronic energy. This results
from excitation of the molecule to one of the various vibronic levels of the excited
electronic state. This process can be illustrated by a diagram of potential energy
versus internuclear separation. Such a diagram is very difficult to represent for
a polyatomic molecule, but it can be instructive for a diatomic molecule (Fig. 5).

ENERGY

INTERNUCLEAR DISTANCE

(d) (e} (f)

0-2 -
0-2 i 0-0 & 0-3 0_20-1_

j 0 0-0

WAVELENGTH (nm) -

ASORBANCE

Fig.5 The influence of the Franck-Condon principle on the appearance of the absorption
band in a diatomic molecule where the equilibrium internuclear separations are (a) identi-
cal in the ground and excited states, (b) smaller in the excited state, and (c) greater in the
excited state. The spectra representations (d), (e), and (f) correspond to the situations
depicted in (a), (b), and (c), respectively. The numbers in (a) represent the vibrational
quantum numbers in the ground and excited states and in (d), (e), and (f) the transitions
between these sublevels.
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The horizontal distances between the minima in Fig. 5 represent the differences in
equilibrium internuclear separation between ground and excited states. The verti-
cal distances between the curves represent the differences in energy between the
ground and excited states for any given internuclear separation. Figure 5a shows
the potential energy curves for the case where the ground and excited states have
the same internuclear separation. In Figs. 5b and 5c are shown the circumstances
occurring when the excited-state equilibrium internuclear separations are more
and less compressed, respectively, than the ground-state equilibrium geometry.

Absorptive electronic transitions in molecules occur about 10 times faster
than vibrational transitions. This is the basis of the Franck-Condon principle,
which states that electronic transitions occur without change of position of the
nuclei. Therefore, in Fig. 5 an electronic transition can be represented as a vertical
line between a vibrational level in the ground state and one in the excited state
to which transition takes place. At room temperature most absorbing molecules
in the ground electronic state will occupy the lowest vibrational level. Transitions
from this vibronic state to the various vibronic levels of the excited state will
occur with intensities that depend 6/n vibrational as well as electronic factors.
The multitude of vibronic transitions that accompany each electronic transition
give the electronic absorption band its breadth—i.e., its bandlike appearance in
contrast to the linelike appearance of an atomic absorptive transition. Among the
factors that govern the vibrational components of the electronic transition is spa-
tial overlap of the vibrational states, i.e., the probability that a given internuclear
separation will be the same for both vibrational states involved in the transi-
tion.

In Fig. 5a, where the equilibrium internuclear separations of ground and
excited states are identical, the lowest vibrational level of the ground electronic
state, to a first approximation, coincides with all of the vibrational levels of the
excited state and all of the possible vibronic transitions are likely to appear in
the corresponding absorption band (Fig. 5d). However, in Figs. 5a and 5b the
lowest vibrational level of the ground state coincides poorly in space (or not at
all) with the lower vibrational levels of the excited state. In these cases the lowest-
energy (longest-wavelength) vibronic states will appear weakly or be absent from
the corresponding absorption bands. The maxima of the absorption bands will
then occur near the centers or toward the short-wavelength sides of the absorption
bands (Figs. 5e and 5f) rather than on the long-wavelength side as in Fig. 5d.
Figure 5d is typical of the absorption spectra of unsubstituted aromatic hydrocar-
bons. Figures 5e and 5f are typical of the absorption spectra of functionally substi-
tuted aromatic hydrocarbons. In substituted hydrocarbons, low-energy torsional
vibrations due to the substituents are often imposed on the vibrational structure,
which, for the most part, corresponds to breathing vibrations of the ring. In this
case the vibrational structure of the absorption bands may be blurred or obliter-
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ated, giving rise to structureless bands with the same general intensity distribution
as shown in Figs. Se and 5f.

F. The Influence of the Solvent on the Absorption
Spectrum

The solvents in which absorption spectra are observed play a substantial role in
determining the spectral positions and shapes and affect to a somewhat lesser
degree the intensities of absorption spectral bands. The effects of the solvent on
the absorption spectra are determined by the nature and relative strengths of the
interactions of the solvent molecules with the ground and electronically excited
singlet states of the absorbing solute molecules.

Solvent interactions with solute molecules are predominantly electrostatic
in nature and may be classified as induced dipole—induced dipole, dipole—induced
dipole, dipole—dipole, or hydrogen bonding. The position of an absorption-band
maximum in one solvent relative to that in another depends on the relative separa-
tions between ground- and excited-state energies in either solvent and therefore
on the relative strengths of ground- and excited-state solvent stabilization.

Induced dipole—induced dipole and dipole—induced dipole interactions
(van der Waals forces or dispersion forces) are the weakest of solvent—solute
interactions and are predominant in solutions of nonpolar solutes in nonpolar or
polar solvents and/or polar molecules in nonpolar solvents. These interactions,
which are closely related to the polarizabilities of the solute and solvent, account
for the small shifts to lower frequency of the absorption spectra of molecules
upon going from the gas phase to solutions in nonpolar media. Presumably, the
nt,* excited states of the nonpolar aromatic hydrocarbons and other conjugated
hydrocarbons are more polarizable than the ground state, leading to stabilization
of the excited states relative to the ground state and shifts of the absorption bands
to the red.

If the T, w* or intramolecular charge-transfer excited state of a polar (substi-
tuted) molecule has a higher dipole moment than its ground state (most molecules
fall into this class), the excited state will be more stabilized by interaction with
a polar solvent than the ground state. As a result, upon going from a less polar
to a more polar solvent, the absorption spectrum will shift to longer wavelengths.
Although this generalization is often made, it is, strictly speaking, applicable only
to dipolar aprotic solvents or, in general, to solvents in which hydroyen bonding
between solvent and solute is either weak or nonexistent. In a few cases, the
ground state of the solute is more polar than the excited state. In this circumstance,
going to a more polar solvent stabilizes the ground state more than the excited
state, causing a shift to higher frequency with increasing solvent polarity (dielec-
tric strength)—a feature seen with 9-aminoacridine.
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Dipole—dipole interactions decrease with the third power of the distance
between interacting molecules. As a result, dilution of a solution of a polar solute,
in a polar solvent, with a solvent of lower polarity results in an essentially contin-
uous decrease in the dipole—dipole interaction with increasing mole fraction of
the solvent of lower polarity. In molecules whose excited states are more polar
than their ground states, this means that the spectrum will blue-shift continuously
as the mole fraction of nonpolar solvent increases.

Hydrogen-bonding solvents having positively polarized hydrogen atoms
are said to be hydrogen-bond donor or protic solvents. They interact with the
nonbonded and lone electron pairs of solute molecules. Hydrogen-bonding sol-
vents having atoms with lone or nonbonded electron pairs are said to be hydro-
gen-bond acceptor or basic solvents. They interact with positively polarized hy-
drogen atoms on electronegative atoms belonging to the solute molecules (e.g.,
in —-COOH, —-NH,, —OH, —SH).

Hydrogen bonding is a shorter-range and therefore stronger interaction than
nonspecific dipole—dipole interaction. It involves some degree of covalency and
is manifested only in the primary solvent cage of the solute. Dilution of a solution
of a solute in a hydrogen-bonding solvent by a nonpolar, nonhydrogen-bonding
solvent will not normally disrupt the hydrogen bonding in the primary solvent
cage and will therefore cause very small spectral shifts. Because most hydrogen-
bonding solvents are also polar, hydrogen bonding and nonspecific dipolar inter-
action are usually both present as modes of solvation of functional molecules.
Accordingly, the spectral shifts actually observed upon going from one solvent
to another are a composite of dipolar and hydrogen-bonding effects which may be
constructively or destructively additive. This makes it rather difficult to interpret
solvent-induced spectral shifts unambiguously.

Due to the involvement of nonbonded and lone electron pairs in n — m*
intramolecular charge-transfer transitions, hydrogen-bonding effects play a major
role in the appearances of these spectra. Dipolar effects are most pronounced in
intramolecular charge-transfer spectra because of the large dipole-moment
changes accompanying the associated transitions.

Nonbonded electron pairs interact strongly with protic solvents. Because
the orbital accommodating the n-electrons has two electrons in the ground state
and only one in the n,m* excited state, the ground state is more stabilized by
hydrogen bonding with a protic solvent than the excited state. This means that
the absorption bands arising from n — m* transitions should move to higher
energies or shorter wavelengths when an aprotic solvent is replaced by a protic
solvent. This is indeed the case: the n — ©* shoulder at 270 nm observed on the
longest-wavelength m,w* band of pyridine dissolved in hexane disappears when
the spectrum is taken in ethanol or water. Presumably the n — ©t* band of pyridine
blue-shifts and is submerged in the T — ©* band at shorter wavelengths. The
n — ¥ bands of benzaldehyde and acetophenone at ~330 nm move to distinctly
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shorter wavelengths upon going from aprotic to protic solvents. It has been sug-
gested that the blue-shifting of the n — m* bands and the red-shifting of w,*
bands (or intramolecular charge-transfer bands) upon going to protic (and invari-
ably more polar) solvents be used to distinguish between these types of transi-
tions. This, however, is not advisable. Although n — 1* absorption bands invari-
ably move to shorter wavelengths upon going to more protic solvents, many
T — m*-type transitions (especially those involving [ electrons) also blue-shift
in highly protic solvents.

Protic solvents interacting with lone pairs on functional groups which are
electron-withdrawing in the excited state (e.g., =N, C=0) enhance charge trans-
fer by introducing a partial positive charge into the electron-acceptor group. This
interaction stabilizes the charge-transfer excited state relative to the ground state,
so the absorption spectra are expected to shift to longer wavelengths with increas-
ing hydrogen-bond donor capacity of the solvent. Increasing hydrogen-bond do-
nor capacity of the solvent produces shifts to shorter wavelengths when the sol-
vent interacts with lone pairs on functional groups which are electron donors in
the excited state (e.g., —-OH, —NH,). Hydrogen-bond acceptor solvents produce
shifts to lower frequency when solvating hydrogen atoms on functional groups
which are electron donors in the excited state (e.g., —OH, —NH,). This is effected
by the partial withdrawal of the positively charged proton from the functional
groups, thereby facilitating transfer of electronic charge away from the functional
group. Solvation of hydrogen atoms on functional groups which are charge-trans-
fer acceptors in the excited state (e.g., —COOH) inhibits charge transfer by leav-
ing a residual negative charge on the functional group. Thus, the latter interaction
results in shifting of the spectrum to shorter wavelengths.

G. The Influence of Coordination by Metal lons

The coordination of absorbing molecules by metal ions is actually an acid—base
reaction, with the metal ion acting as a Lewis acid (electron-pair acceptor) and
the ligand acting as a Lewis base (electron-pair donor). In this regard, the coordi-
nation of ligands by non-transition metal ions is analogous to the protonation of
the ligand. In the latter case, the hydrogen ion functions as the Lewis acid. As
a result, many of the changes of the electronic spectra of the ligands, produced
by metal ions coordination, are similar to the changes caused by protonation
of substituents described earlier (e.g., both protonated and zinc-coordinated 8-
quinolinol absorb at ~350 nm). However, the analogies between electronic spec-
tral changes in the ligand produced by protonation and those produced by coordi-
nation with transition metal ions are weak, and often there are spectral phenomena
observed with transition metal ion coordination that have no equivalent in coordi-
nation with hydrogen ion.

The spectra of transition metal complexes contain absorption bands in the
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visible, showing that they possess closely spaced electronic energy levels. In
these species the central metal ion is surrounded by a certain number of ligands,
which are generally either negative ions, as in [Fe(CN)4]*~, or dipolar molecules
whose negative ends are oriented toward the metal ion as in [Co(NH3)4]**. The
transition metal ions all possess incompleted shells. The d-orbitals all have the
same energy in the isolated metal ions. However, when surrounded by ligands,
some d-orbitals are raised in energy more than others. Electronic transitions be-
tween the lower-energy d-orbitals (occupied) and higher-energy d-orbitals (unoc-
cupied) give rise to the ligand field spectra which give transition metal ions their
characteristic colors (e.g., pink for manganese and green for nickel). A detailed
description of the ligand field theory, which treats ligand field spectra quantita-
tively or semiquantitatively, is beyond the scope of this chapter. Because they
are symmetry-forbidden, the ligand-field absorption spectra are very weak
(¢ = 10) and therefore not useful for trace analysis. For example, Cu(H,0)*",
which is blue in concentrated solutions, appears colorless ina 1 X 107 M solu-
tion. However, transition metal complexes often demonstrate very intense absorp-
tion bands (¢ = 10°~10%) in the visible and near-ultraviolet, which are analytically
useful at trace concentrations. These bands originate from transitions involving
the promotion of the d-electrons of the metal ion to vacant m*-orbitals of the
ligand or from m-electrons of the ligand to the d-orbitals of the metal ion. Since
the d - ©* and ® — d transitions involve upper and lower states with very
different electronic distributions, they are strongly allowed. This accounts for
their high intensities. The intense colors of the Fe(Il)—phenanthroline complex,
the Fe(III)—phenol complexes, and the Cu(I)-biquinolyl complex are all exam-
ples of d — ©* transitions which have been used in spectrophotometric pharma-
ceutical analysis. In addition, the colors of oxyhemoglobin, the cytochromes,
vitamin B,, and the oxidizing enzyme P-450 are all due to d — ©* transitions.

IV. INSTRUMENTATION

The basic spectrophotometer generally consists of a light source from which a
given wavelength or range of wavelengths is selected by a wavelength selection
device. The radiation selected is directed through the analytical sample and the
transmitted light monitored by a detector. The light intensity measured by the
detector is subsequently compared to that transmitted by a reference substance,
the ratio being displayed usually as an absorbance but less commonly as a percent
transmittance on a readout device.

A. Light Sources

There are two commonly used sources of light in UV —visible absorption spectro-
photometry, hydrogen or deuterium discharge lamps and incandescent filament
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lamps. The discharge lamps emit most of their light output in the range 200—
360 nm. They consist of a quartz envelope filled with hydrogen or deuterium at
low pressure (approx 5 torr), into which project the closely spaced ends of an
anode and a cathode. The passage of an electric current across the tips of the
anode and cathode leads to excitation of the intervening gas molecules, which
subsequently dissociate into photoexcited atoms that emit energy in the form of
ultraviolet radiation. The light output with deuterium lamps is about 3—5 times
brighter than that in hydrogen discharge lamps. In some instruments the light
emitted is collected and focused into the wavelength selection device by use of
a concave mirror.

Incandescent lamps commonly find use as sources of visible light. They
consist basically of a metal wire filament, usually of tungsten, which is sealed
inside an evacuated glass envelope. The filament is heated by the passage of an
electric current and then emits a broad band of energy with a maximum dependent
on the temperature of the filament. For example, a tungsten filament heated to
2860 K has a radiation maximum in the near-infrared at about 1000 nm. Only
about 15% of the light output from the filament occurs in the visible region,
with most occurring in the infrared. Generally, higher temperatures will shift the
maximum to shorter wavelengths, but this does compromise the lifetime of the
filament. Most of the current instruments have both kinds of lamps, with a switch-
ing device permitting scanning over the whole UV-visible range (200—800 nm)
in one sweep. Improvements in lamp technology have made it possible to employ
deuterium lamps over the whole range.

In some of the more sophisticated instruments, lasers have been employed
as light sources. These have the advantage of generating a high-intensity mono-
chromatic light output which is useful for high-absorbance samples; a conse-
quence of this is improved sensitivity and resolution. Laser beams are also more
easily focused than beams from conventional light sources. This is useful when
the sample cell is small in size, as in flowing streams. Tunable diode lasers are
most commonly used for spectrophotometric analyses. Unfortunately, due to their
high costs, lasers are not commonly used as light sources for routine analysis
by UV-visible spectrophotometry. Their availability has led, however, to the
development of newer spectrophotometric techniques such as photoacoustic and
thermal lens spectrometry.

High-intensity line sources still occasionally provide a simple source of
high-intensity monochromatic light and have found use in portable instruments,
designed for specific analyses.

B. Wavelength Selection Devices

The wavelength selection device in most instruments is a monochromator. The
monochromator consists of an entrance slit, a dispersive device, a collimator, and
an exit slit. The slits are narrow planar apertures that are used to isolate a narrow
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band of light. The entrance slit is placed between the source and the collimator
and the exit slit is placed between the focusing device and the sample. The widths
of the slits are frequently variable and significantly influence the quality and
accuracy of the analysis. Collimators are either lenses or concave mirrors which
serve to align the incident light beam into parallel light rays which then impinge
on the dispersive element.

There are two types of dispersive elements, prisms and gratings. The prisms
are constructed of transparent material of known refractive index. In prisms the
incident light is refracted to varying extents, depending on its wavelength, gener-
ating a range of wavelengths that impinge upon the exit slit. The different materi-
als give rise to prisms of different angular dispersion. Prisms are generally good
for the separation of light of shorter wavelengths, but they are less efficient for
the separation of light of longer wavelengths. Furthermore, the resolving power
(R) of prisms as defined by

R = b dn/d\ ®)

where b is the base width of the prism and dn/dA is the dispersive power of the
prism, which is characteristic of the prism material. From Eq. (8) it can be seen
that it would require large prisms to efficiently separate long wavelengths of light.
Such large prisms would not only be difficult to construct, but would result in
unduly expensive instruments. As a result, grating monochromators are more
commonly used nowadays. These may be either reflection or transmission grat-
ings. A transmission grating consists of a series of finely spaced parallel lines
on a transparent material, whereas a reflection grating consists of a series of
equally spaced parallel grooves cut into a reflecting surface. Reflection gratings
are more commonly used in UV-visible spectrophotometers, because the entire
optical system can then be contained within a smaller volume.

In a grating the incident beam is diffracted at each of the surfaces generating
an interference pattern. The different wavelengths of light undergo constructive
interference at different angles, permitting wavelength selection by pivoting the
grating through different angles, thereby focusing different wavelengths of light
onto the exit slit. The higher-order interference patterns can be removed by the
use of appropriate filters. Older instruments employed filters as a means of wave-
length selection. These were either interference or absorption filters. Interference
filters consist of a thin layer of transparent dielectric medium between two thin
reflective metal films, whose thicknesses are carefully controlled. A portion of
the light in the incident beam is transmitted through the first metal film and under-
goes a series of reflections through the dielectric medium between the films,
generating an interferometric pattern. Those constructive interferences of second
or higher order emerge from the second metal surface. The filters typically allow
through a small band of wavelengths of spectral band width 10—15 nm with a
maximum percent transmission of about 40%. The higher orders of constructive
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interferometric light that emerge from the filter are less intense with increasing
order and can be selected by the use of additional filters. The interference filters
permit through more light than monochromators with the same bandpass, but
lack the versatility of monochromators. Interference filters are usually available
for the ultraviolet, visible, and infrared regions of the electromagnetic spectrum.
Absorption filters, on the other hand, select a desired range of wavelengths by
absorbing undesired wavelengths. They typically consist of a colored plate of
glass. The filters may be bandpass or cutoff filters. Bandpass filters transmit a
band of light of about 30-250 nm in width and generally transmit 5-20% of the
incident light. Cutoff filters transmit essentially 100% of the incident light beyond
a certain wavelength, cutting off light of shorter wavelengths in short-wavelength
cutoff filters and longer wavelengths in long-wavelength cutoff filters. The cutoff
wavelength is generally defined as the wavelength where the absorbance of the
filter is unity (10% transmittance). Absorption filters lack the selectivity possible
with monochromators and are available only for the visible region. They are used,
however, for eliminating unwanted orders of light emerging from interference
filters.

C. Sample Cells

Sample cells are commonly made of quartz or fused silica and readily transmit
light of 200- to 800-nm wavelength. However, less expensive cells, constructed
of high-quality glass and, more recently, plastic are available but are useful
largely in the visible region of the spectrum, though some plastics do permit
measurements at wavelengths as short as ~300 nm. The cells are available in
various shapes and sizes, many of which are constructed for specialized applica-
tions. The two most common shapes are cylindrical and rectangular. The cylindri-
cal cells are often used in low-cost filter photometers, whereas the rectangular
cells are used in high-precision instruments. Cell path length is largely dependent
on the application and ranges from 5 um to 5 m. Smaller sample volumes with
extremely long path lengths have also been employed. In these cases the increased
path length at constant cell volume provides additional analytical sensitivity.
Flow-through cells have found use in flow injection analysis and liquid chroma-
tography as well as in process analysis. In flowing streams the cell volumes em-
ployed can vary considerably, ranging from 5 to 50 UL depending on the analyti-
cal sensitivity required. However, the path length employed is commonly 1 cm.
The choice of cell shape or size is largely dependent on the instrument employed
and the application.

Autosampling devices have also been developed for automated instru-
ments. These are often microprocessor-controlled and have found use in the anal-
ysis of large samples, eliminating the operator error often associated with long
analysis periods.
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D. Detectors
1. Photoemissive and Photomultiplier Tubes

The photoemissive tube consists of an anode and a cathode enclosed in a transpar-
ent envelope. The cathode consists of a semicircular metal sheet plated with a thin
layer of photoemissive alkali metal (cesium or rubidium). A negative potential of
about 90 V is applied across the gap between the cathode and anode, which
facilitates electron migration to the anode following electron release by the im-
pact of light photons on the cathode. The magnitude of the current is proportional
to the intensity of the incident light. Photomultiplier tubes have the additional
feature of possessing multiple anodes, referred to as dynodes, which are coated
with an electron-rich material of low ionization potential such as BeO, GaP, or
CsSb. Across each subsequent dynode an increasing potential is applied, which
serves to both accelerate the electrons and enhance electron yield. As a result,
high electronic gains can be achieved. A stable and regulated power supply is
important for consistency of yield for a given light intensity. Both photoemissive
and photomultiplier tubes generate amplifiable currents. However, they have lim-
ited ranges of optimum spectral response and are both limited by thermal and
shot noise.

2. Photovoltaic Cells

The photovoltaic cell consists of a metal plate enclosed in a plastic case. Sand-
wiched between the plate and a glass window is a thin layer of semiconducting
material such as selenium, plated with a thin layer of gold or silver. When light
impinges upon the silver layer, it emits electrons by the photoelectric effect.
These electrons pass through the selenium layer and onto the metal plate. The
current generated by this effect is proportional to the intensity of incident light
and can be measured. Despite the advantage of not requiring an external power
source, the signal is not easily amplified due to the low internal impedance. As
a result, photovoltaic cells find limited use in portable instruments. Other disad-
vantages include limited sensitivity, limitation of their usefulness to dilute sam-
ples, and the fact that they have slow response times and exhibit fatigue with
time.

3. Photodiode Array Detectors

Photodiode array detectors are an offshoot of semiconductor technology. In semi-
conductors, impurities have been added to pure silicon to create two classes of
materials. The addition of arsenic, bismuth, phosphorous, or antimony creates a
pentavalent material (n-type) that is able to function as a donor of electrons. The
addition of trivalent elements such as aluminium, boron, gallium, indium, etc.,
to silicon gives rise to the p-type material, in which the trivalent material is able
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to accept electrons to make up for its electron deficiency. The trivalent metals
have only three electrons in their outer shells. Application of a potential differ-
ence to n-type material causes electron movement from negative to positive po-
tential (cathodic). With p-type material the applied potential difference is mani-
fested as apparent movement of positive charge from positive to negative
potential (anodic).

Photodiode array detectors consist of an array of p-n type semiconductor
diodes mounted onto a semicircular plate facing the light source. In these instru-
ments the transmitted light beam from the sample is split into its component
wavelengths by a dispersive element, and the various wavelengths of light fall
onto different photodiodes on the semicircular plate. Interaction of a photon with
the semiconducting layer of the diode generates a flow of current, the magnitude
of which is proportional to the intensity of transmitted light. The advantage here
is that temporal scanning is no longer necessary and the whole spectrum can be
obtained almost instantaneously. The quality of spectra obtainable with diode
array instruments is, however, limited by the spectral wavelength range as well as
the number of diodes covering the entire spectral range. Diode array instruments,
despite having a slower response time, have found application as detectors in
chromatographic separations, where the spectrum of the emerging solutes may
be used for semiquantitative characterization of the solutes. The diode array de-
tectors are significantly useful in multiple signal detection, peak identification,
and peak purity determinations.

E. Readout Devices

Readout devices convert the electrical signal emerging from the detectors to an
analog or digital signal that is more understandable to the operator. The electrical
signal is either converted to a plot of voltage versus time or digitized as numerical
values of voltage versus time. For scanning instruments the time can be read as
wavelength for a consistent known scan rate. In the diode array instruments all
measurements are recorded simultaneously, and can be issued as a single spec-
trum or incorporated into a three-dimensional profile with time. The use of micro-
processors in data acquisition and handling has facilitated the development of
simultaneous multicomponent determinations over a range of wavelengths as op-
posed to single-wavelength measurements. They have also facilitated extensive
manipulation of the data obtained from the instruments, such as smoothing, over-
laying, derivatization, etc.

F. Instrument Configuration

The simplest instrument configuration is the single-beam configuration, in which
a single light beam is transmitted from the source through the described modules
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to the detector (Fig. 6). In double-beam instruments the light beam emerging
from the source is split into two separate beams for the sample and the reference
paths, respectively. This modification is associated with increased instrumental
cost and lower light energy throughput as a result of the splitting of the source
beam (Fig. 7). The double-beam instruments have largely superceded the single-
beam instruments because in the double-beam instruments it is possible to elimi-
nate the instability and drift arising from temporal differences in scanning the
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Fig. 7 Schematic diagram for layout of a double-beam UV-visible spectrophotometer.
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Forward and reverse optical designs have also been tried. In the reverse
optical arrangement the wavelength selection device is placed between the sample
cell and the detector, as opposed to being between the source and the sample
cell in the forward optical arrangement. The reverse optical design is reported
to improve detection limits as a result of greater light throughput, but does not
eliminate stray light as well as does the forward optical arrangement.

V. QUALITATIVE AND QUANTITATIVE ANALYSES
A. Qualitative Analysis

The ultraviolet—visible spectra of most compounds are of limited value for quali-
tative analysis and have been largely superseded by the more definitive infrared
and mass spectroscopies. Qualitative analytical use of ultraviolet—visible spectra
has largely involved describing compounds in terms of the positions and molar
absorptivities of their absorption maxima, occasionally including their absorption
minima. Indeed, some organic compounds are still characterized in terms of the
number of peaks in the UV—visible spectrum and their absorbance ratios. This
is usually the case in phytochemistry and photodiode array chromatography and
when the analyst has a limited range of compounds to work with whose spectra
are known to differ. In the pharmacopeias, however, absorbance ratios have found
use in identity tests, and are referred to as Q-values in the U.S. Pharmacopia
(USP).

Ultraviolet—visible spectrophotometry has also been applied to titrimetry.
In this case the variation in the absorbance of the analyte with addition of titrant
is used to obtain a spectrophotometric profile from which titration end points
and/or equilibrium constants, etc., can be determined. This has been applied to
the whole range of titrations in which a chromophore is generated. These include
acid—base, redox, and complexometric titrations.

B. Quantitative Analysis

Ultraviolet—visible spectrophotometry is perhaps the most widely used spectro-
photometric technique for the quantitative analysis of chemical substances as
pure materials and as components of dosage forms. It has found increasing use-
fulness as a means of assaying pharmaceutical substances described in the phar-
macopeias.

Pharmaceuticals are usually marketed as formulations containing more than
just the active ingredient(s). The other components, referred to as excipients, are
added to the formulation to enhance efficacy, improve the appearance of the
product, or facilitate certain stages in production. All of these other materials
present in the dosage form can, and often do, complicate the analyses of the active
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ingredient(s). Hence, in most spectrophotometric analyses of pharmaceuticals, a
separation stage is often included in the analytical procedure. Physical isolation
of the active ingredient from all other dosage form ingredients is not always
possible, and when these other excipients are known to interfere with the spec-
trum of the analyte they are referred to as interferents. Interferents are broadly
considered to be those substances that modify the shape of the absorption spec-
trum, usually contributing to the absorption measured. The presence of inter-
ferents in an analytical sample can be inferred from the failure of the absorption
curve to return to zero absorption in regions where the analyte is known not to
absorb. For purposes of this discussion we can divide spectrophotometric analy-
ses into single-component and multicomponent analyses. Single-component anal-
ysis is more commonly applied, and it involves the isolation of the analyte of
interest from other dosage form excipients. Multicomponent analysis, on the other
hand, does not involve isolation of the analyte of interest from the all the other
possible interferents present in the dosage form, but rather involves the retention
of one or more interferents whose spectrophotometric profiles in the analytical
solution are known. The use of UV-visible spectrophotometry in quantitative
analysis is centered around the Beer-Lambert law, which relates the absorbance
of an analyte to its concentration:

A=¢eCd 9)

where A is the absorbance, € is the molar absorptivity (L. mole/cm), ¢ is the
concentration (mole/L), and d is the path length (cm). The Beer-Lambert law
applies rigorously only to integrated absorption bands from absorption-versus-
energy plots. In these cases the area under the curve is directly proportional to
the concentration of the absorbing species. It is possible, however, to apply the
law to nominal single-wavelength analyses, especially when the analytical wave-
length is at the absorption maximum. The Beer Lambert law, however, does not
necessarily hold at single wavelengths that are significantly different from the
wavelength of maximum absorption, especially when the absorbance is rapidly
changing.

1. Monocomponent Analysis

In a simple analysis, the analyte can be quantified by measuring its absorbance
at a given wavelength, then substituting for absorbance (A) molar absorptivity
(¢), and pathlength (d) in Eq. (9) and solving for concentration (c). If the molar
absorptivity (€) is not known and a pure sample of analyte is available, a calibra-
tion curve (of absorbance versus concentration) can be drawn. The slope of the
calibration curve is given by the product € d. When the path length (d) is known,
the molar absorptivity (€) can be calculated. Occasionally, a single sample may
be used, but this is less reliable than drawing a calibration curve. Linear interpola-



Ultraviolet—Visible Spectrophotometry 219

tion on the calibration curve can also be used to read the concentration of an
analyte whose absorbance is known. This approach is particularly useful when
apparent deviations from the Beer-Lambert law are observed. In applying the
Beer-Lambert law to analyses it is important that the solvent does not interfere
with the analysis. The solvent must not only dissolve the analyte, but must also
have a low volatility and be transparent in the spectral region of interest. Thus
volatile solvents necessitate that the sample cell be sealed during the analysis or
that the measurements be carried out as quickly as possible. Similarly, solvents
with a UV cutoff in the near-UV do not permit analytical measurement at wave-
lengths shorter than the cutoff wavelength.

Ionizable compounds may have to be dissolved in buffered solutions, to
ensure that only one form of the analyte exists in solution. The pH employed is
commonly at least two pH units above or below the pK,, depending on which pH
yields the optimal chromophore. Just as pH equilibria can be employed, chemical
complexation equilibria can also be employed to improve analytical selectivity.

A number of organic compounds have found use as chemical derivatization
reagents. Usually these have served as chromogenic reagents that generate a chro-
mophore upon interaction with the analyte. Organic compounds used for this
purpose include the crown ethers, diazotizing reagents, and the porphyrines. Their
uses have been largely for metal analysis, as many metal complexes are chromo-
genic. In some cases, however, the complexing reagents have served to enhance
selectivity by facilitating extraction of the analyte—usually by ion-pair extrac-
tion.

2. Multicomponent Analysis

Spectrophotometric multicomponent analyses are based on mathematically pro-
cessing a composite absorption spectrum made up of the spectra several compo-
nents that contribute additively to the overall spectrum. In all cases, some idea
of the nature of the contributing spectra is required for the mathematical pro-
cessing of the composite sample spectrum. A host of techniques of varying com-
plexity have been reported in the literature.

a. Experimental Techniques Applied to Multicomponent Analysis

Difference spectrophotometry involves the exploitation of the ability to chemi-
cally modify the spectrophotometric profile of the analyte alone in the presence
of other possible interferents. The analyte may be modified by alteration of pH
or through chemical reaction in either the reference or sample cell. pH-induced
difference spectrophotometry is most commonly employed, due to its simplicity,
though reagents to covalently modify the analyte have also found use. The selec-
tive modification of the analyte alone in the presence of interferents permits quan-
titation on the basis of spectral differences between the otherwise identical refer-
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ence and test solutions. A useful test for indicating whether selective modification
of the analyte alone has been achieved involves confirming that there is zero
absorbance at the isosbestic points of the two spectral species of the analyte.

Derivative spectra are literally the derivatives of the normal spectra. Their
analytical advantage stems from the fact that the slopes of the spectra of sub-
stances of narrow spectral bandwidth are usually higher in magnitude than those
of substances with broad spectral bandwidth. As a result, the analyses of sub-
stances with narrow spectral bandwidth can often be performed in the presence
of substances with broad spectral bandwidth, where the spectrum of the analyte
appears as a shoulder on the spectrum of the broad-bandwidth interferant. The
differentiation procedure was initially carried out manually. However, electronic
differentiation techniques developed more recently have simplified the applica-
tion of the techniques to pharmaceutical analyses. It is worth noting that though
higher derivatives appear to improve resolution, the spectra obtained are also
significantly distorted by noise. A trade-off is therefore required.

b. Mathematical Correction Techniques

The simultaneous-equations method is a simple case of multicomponent analysis
that is applicable to the simultaneous determination of two absorbing species
present in a solution. When two or more absorbing species are present in the cell
and the Beer-Lambert law is obeyed, the absorbance at a given wavelength is
the sum of the absorbances of the two species at that wavelength. That is,

Ay + A + A, (10)

where A, is total absorbance and A; and A, are the absorbance of species 1 and
2, respectively, at the wavelength of measurement.
From Eq. (10) we can therefore say that

Amt = €]C1l| + Sgclg (11)

for each wavelength of measurement. Hence, if the molar absorptivities €, and
€, are determined from standard solutions, two simultaneous equations can be
written whose solution would afford the concentrations of the absorbing species.
For n species, n analogous equations can be drawn, permitting the calculation of
the concentrations of all n species. It is worth noting that significant errors may
be introduced into the calculation if the individual spectra overlap considerably.
A number of modern instruments incorporate microprocessors that are prepro-
grammed to solve simultaneous equations of this sort. In these cases, the operator
specifies the appropriate wavelength values and the predetermined molar absorp-
tivities (€) of the species to be determined. The microprocessor then calculates
the concentrations. The absorbance ratio method is a modification of the simulta-
neous-equations method which confers on the analysis the advantage of requiring
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less stringent experimental technique. In the technique, two wavelengths are em-
ployed for measurement, one of which is at an isosbestic point for the two spectra.
An equation can be drawn relating the fraction of the absorbing components to
the absorption at one wavelength and the absorption at the isosbestic point used
to eliminate one concentration variable in the equation drawn for the other wave-
length.

Thus it has been shown that in a two-component system, the fraction of a
component f, is given by the relation

On— 0
= 4 12
J 0, - 0, 12)

where Q,, = A,JA, O, = aypla,, Q, = apla,, a, and a, are the absorbances
of pure p and ¢ at wavelength i, and A is the absorbance of the mixture. Hence
the concentration of component p is given by

=0 A (13)

Qp - Qq apl

because at the isosbestic point the molar absorptivities for the two components
p and ¢ are identical.

In most analyses it may be possible to separate the analyte(s) from the other
dosage form ingredients, but this is not always the case. When this is not the
case, the dosage form excipients may be able to interfere with the analyses. To
deal with this problem, a number of specific techniques have been developed for
the analysis of a variety of analytes in the presence of interferants.

The absorption spectrum of interferants is commonly linear, but nonlinear
interferant absorption has been reported. A number of mathematical techniques
have been developed to correct for nonlinear interfering absorption. Most of the
correction techniques are based on assuming that the interferents have an absorp-
tion profile that can be represented by some mathematical function. The simpler
correction techniques, such as the geometric correction technique(s), assume a
linear interferant absorption profile. A basic approach to the technique can be
seen from the three-point geometric correction technique, a modification of which
has found applicability to the analysis of vitamin A in fish oils. Higher-order
functions have also been used to describe the interfering absorption, and in these
cases more involved formulas have been developed.

More involved mathematical correction techniques have also been devel-
oped; these include, among others, the use of orthogonal polynomial techniques
to correct for the distortion of spectra induced by interferants.

The orthogonal function method has been used for the correction of irrele-
vant absorption in multicomponent spectrophotometric analysis. Each component
makes a fundamental contribution shape to the overall shape of the spectrum,
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the spectrum being considered as a composite of these contributing spectra. The
contribution of each component is represented by a coefficient whose magnitude
is in part linearly concentration-dependent. In applying the method a part of the
spectrum is selected in which the analyte and interferent show significant varia-
tion in their contributions to the overall shape of the spectrum. Since being sug-
gested in the 1960s, the orthogonal polynomial method has been applied to the
analyses of a number of compound preparations. Algorithms have also been pro-
posed for computerization of the calculations.

Multivariate analytical methods have also been applied to the analysis of
drug substances. The methods have a significant component of matrix analysis,
and the Beer-Lambert law is basically rewritten in matrix form, permitting matrix
analysis of absorbance data. A number of other mathematical algorithms have
also been developed for the quantitation of analytes in multicomponent mixtures.
These have either been iterative methods or methods based on multiple least-
squares regression. The multiple least-squares regression methods require a
knowledge of all the components of the multicomponent mixture, whereas the
iterative methods such as the Kalman or the simplex method are less restrictive
in the sense that interferents whose spectra are not known need not be included
in the database.

The general protocol is transformation of the absorption data to reduce
noise. Then, for an n-dimensional data matrix a square covariance matrix is ob-
tained by a series of transformations. If the data matrix is not square, its square
is obtained by multiplying the matrix by its transpose. The covariance matrix is
then analyzed relative to the calibration matrix to determine concentrations in
the unknown mixture. The eigenanalysis performed on the covariance matrix
generates eigenvectors, the number of which should correspond to the number
of components in the mixture. When the number of eigenvalues is greater than
the number of components, this suggests interaction.

Analyte—analyte and analyte—matrix interactions can and often do compli-
cate the analysis, usually showing up as additional significant eigenvalues. A
heavy reliance on appropriate choice of working wavelength is a drawback of
these techniques. The wavelength range should include 10-20% of the baseline,
but application to quantitative UV —visible analysis has been reported with vary-
ing degrees of success.

3. Errors in Spectrophotometric Measurements

The errors that arise in spectrophotometric measurements arise from either of
two sources. They may arise from instrumental factors or from chemical factors.

Instrumental errors can arise from several sources. Electronic noise in the
detector, referred to as Johnson or shot noise, is a primary source of error. A less
important source of error is flicker in the light source.
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The ideal absorbance range for most measurements is in the region of 0.5
to 1.5 absorbance units for most modern instruments, as the concentration-versus-
absorbance curve is relatively linear between these absorbance values.

Other instrumental factors affecting analytical accuracy include spectral slit
width. As slit width is increased,the fine structure of absorption bands is lost as
the incident light is no longer monochromatic, a requirement for the Beer-lambert
law to hold. The area under the absorption band is less affected by the monochro-
maticity of light than the intensity at a particular wavelength, and for this reason,
more accurate measurements tend to make use of integrated areas under the ab-
sorption band rather than intensities at the peak maxima. Therefore it is useful
to indicate the slit width employed in calculating molar absorptivities. The scan
rate is another instrumental factor that can introduce error in measurement. This
is an important consideration when entire spectra are employed. Generally, fast
scan rates tend to distort spectra in the direction of the scan, altering the positions
of both maxima and minima as well as diminishing peak intensities. This intro-
duces both qualitative and quantitative errors into the measurement. The distor-
tions arise from the relatively slower response time of the recorder as compared
to the rate of signal change. The distortion is best countered by slowing down
the scan rate, to give the instrument time to average out instrumental noise. This
provides a more accurate measurement.

The combination of instrumental factors that gives rise to measurement
errors forms the basis for the greater tolerances seen in pharmacopeial limits set
for compounds determined by instrumental techniques when compared to those
determined by, say, titrimetry.

A number of chemical factors may also contribute to errors in measurement.
These factors generally lead to deviations from the Beer-Lambert law, and can
largely be controlled once they are recognized as potential sources of error. Sol-
ute—solute interaction, for example, whether it leads to aggregation or precipita-
tion of the aggregate, diminishes the apparent concentration of the analyte of
interest. Aggregation of hydrophobic polycyclic aromatics at high concentrations
in aqueous media is one such example where deviation from the Beer-Lambert
law would be seen. Similarly, dimerization of molecules, for example, carboxylic
acids, or even polymerization of analyte in solution may also lead to apparent
deviation from the Beer-Lambert law. Both can be controlled to some extent by
use of appropriately diluted solutions.

Tonization or even complexation of the analyte in solution can also lead to
apparent deviation from the Beer-Lambert law. Again, by appropriate control
of pH or complexation conditions it is possible to ensure that only one form
predominates in solution, permitting quantitation of the absorbing species. Mea-
surement of absorbance at the isosbestic point has been used to counter this prob-
lem. However, this approach is limited by the fact that the absorbance of the
analyte at this point is frequently not high enough.
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Fluorescence from absorbing species in solution may also contribute to
interference. However, this kind of interference is rare and minimal because, first,
the lower source intensities employed in UV—visible spectrophotometry imply
that fewer fluorescent species become excited, and second, the fluorescence emit-
ted, if any, will be too weak to significantly influence the accuracy of measure-
ment.

It is perhaps for all these possible contributions to analytical error that it
is important to carry out a quantitative analysis by employing a calibration curve
obtained from a calibration series, as this will not only confirm adherence to the
Beer-Lambert law, but also correct for errors introduced by the various factos
described.
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. INTRODUCTION

The introduction of radioimmunoassay (RIA) in 1959 by Rosalyn S. Yalow and
Solomon A. Berson for the measurement of insulin in human plasma (1) revolu-
tionized endocrinology and the clinical chemistry laboratory. RIA combines the
specificity of an antigen—antibody reaction with the sensitivity of radioactivity
measurement. Other nonisotopic labels have been developed with similar sensi-
tivity but without the safety and regulatory complexities in handling radioisotopes
(2). Immunoassay (IA) is an indirect method which measures the effect of varying
concentrations of a compound/analyte in the test fluid on an in-vitro reaction of
the specific antibody and the antigen. The label may reside on the antigen or the
antibody. Depending on whether limited or excess reagent assay protocol is used,
analyte concentration is inversely or directly proportional to the formed anti-
body—antigen complex, respectively, and can be determined through mathemati-
cal calculation.

A wide variety of compounds can be quantified by IA. These range from
large polymeric proteins, nucleic acids, receptors, and structural proteins, to
small-molecular-weight haptens of drugs or their metabolites (3). IA can also be
designed to measure the amount of antibody in a test system, where the antibody
becomes the analyte. IA belongs to the class of binding assays which also includes
specific binding proteins, receptors, and nucleic acid probes.

In 1968, G. C. Oliver et al. were the first to publish an RIA procedure for
the measurement of a drug (digitoxin) in biological fluid (4). Since then, TA has
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proven useful in the quantification of many drugs and biologics (5,6). In general,
however, the pharmaceutical chemist has been reluctant to use A unless all other
methods of analysis have proven fruitless. This is due largely to a misunder-
standing that the immunoanalytical method, being a biological assay, is a ‘‘black
box.”” The lack of appropriate resources for method development in many bioana-
Iytical laboratories results in a lack of understanding of the method’s strengths,
weaknesses, and inappropriate methods of application.

With proper planning and trained personnel, IA can be utilized as a specific,
accurate, and precise method with sensitivity below the femtomole (1075 mole)
level. Using specific antibodies and automation, rapid assay throughput for sam-
ples of limited volumes can be achieved. The purpose of this chapter is to provide
a perspective of the present state of IA technology and to give insight into the
theory, techniques, and applicability of this method to pharmaceutical substances.
The role of TA and related binding assays in the future of pharmaceutical analysis
is also discussed.

Il. THEORY AND PRINCIPLE
A. The Antibody-Antigen Reaction

The basic IA measures the reaction of an analyte with its specific antiserum. A
labeled antigen or antibody is used as the tracer to quantitate the extent of the
reaction. The label can be radioisotopic or nonisotopic. In enzymatic IA, the
antigen—antibody reaction is linked to an enzyme reaction which releases a chro-
mophore detected by colorimetric, UV, or fluorimetric devices.

When the antigen—antibody complex (AgAb) formation is at equilibrium
with the free antigen (fAg) and free antibody (fAb),

Ag + Ab == AgAb
the equilibrium constant (K) is defined as
_ _ AgAb
[fAg] [fAD]
or

[AgAb] _

K[fA
[£AD] [fAg]

The fraction of Ab occupied can be expressed by

[AgAD]
[AgAb] + [fAD]
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1
K[fAg]

IAs are classified by several groupings. If the antigen—antibody complex
is separated from the unbound reactants before quantitation, it is referred to as
a heterogeneous assay. For homogeneous assays, the detection of the bound com-
plexes can be differentiated from the unbound reactants, and no separation pro-
cess is needed. Another classification is competitive and noncompetitive IA. The
measure of occupied or unoccupied Ab determines whether an IA is competitive
or noncompetitive, not whether the label is on the Ag or Ab. A broader classifica-
tion is limited-reagent assay and excess-reagent assay (7,8). They will be dis-
cussed in more detail.

Limited-reagent methods measure unoccupied antibodies; therefore, opti-
mal sensitivity is achieved as antibody approaches zero. Excess-reagent methods
measure occupied antibodies; therefore, optimal sensitivity is achieved as anti-
body approaches infinity. Table 1 compares the general features of these two
types of assays.

1+

B. Limited-Reagent Assay

Many conventional RIAs follow limited-reagent assay protocols. The following
scheme depicts the AgAb reaction:

Table 1 Limited Versus Excess-Reagent Assays

Limited reagent Excess reagent

Measures the unoccupied Ab [fAb] Measures the occupied Ab [AgAb]

Analyte observed Reagent observed

Indirect measurement, relies on subtraction Direct measurement on the occupied
from total [AgAb]

Signal is maximum at the minimum of [AgAb]  Signal is maximum at maximum of

[AgAb]

Maximum sensitivity as [Ab] — 0 Maximum sensitivity as [Ab] — oo

[Analyte] o 1/[Ab] [Analyte] o« [Ab]

Assay time usually longer, dependent on time Assay time usually shorter
to reach equilibrium

Sensitivity dependent on K Sensitivity independent on K

Usually less cross-reactivity against other com-  Usually more cross-reactivity against
pounds other compounds

Generally competitive assays Generally noncompetitive assays
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Ag ;—H AgAb
+ Ab
Ag* # Ag*Ab

With limited amount of Ab, the unlabeled antigen (analyte) competes with
the labeled antigen Ag* for limited binding sites. Bound fraction (AgAb) is sepa-
rated from free (Ab), and the signal [Ag*Ab] complex (the Ab fraction not occu-
pied by the analyte) is measured. The amount of analyte is inversely proportional
to the bound [Ag*Ab] complex in a hyperbolic function as in Fig. 1. Methods
for transforming or linearizing these functions are presented in the section on
data reduction (Sec. V).

C. Excess-Reagent Assay

Wide (9) and Miles and Hales (10) developed the first immunoradiometric
(IRMA) assays where excess Ab was labeled. Later, ‘‘two-site’” or ‘‘sandwich’’
assays using an excess amount of first Ab to capture the analyte from the sample
matrix, and a labeled second Ab provided the signal for quantitation (11).

IRMA:  Ag + Ab® ———— AgAb"
Sandwich assay:
Ag + Abl = Ag-Abi + Ab2® T——= Abl-Ag-Ab2’

Bound fraction is separated from free; the signal [AgAb*] or [Abl-Ag—
ADb2*] complex (the Ab fraction occupied by the analyte) is measured. The
amount of analyte is proportional to the bound complex in a hyperbolic function.
Methods similar to those used for transforming or linearizing limited-reagent
assays can be applied to these excess-reagent functions.

In homogeneous assays, bound complex releases a differentiated signal
from the unbound reactants, so no separation process is needed. Whether to mea-
sure the occupied or unoccupied Ab can be determined in a similar fashion as
in the case of heterogeneous assay as described above.

D. Precision and Sensitivity

Sensitivity and precision are interrelated in an assay system. Precision is defined
as the reproducibility of replicate analyses at different levels of the analyte, within
assay and between assays. The variability of the measurement is dependent on
the concentration of the analyte being measured. Sensitivity is defined as the
level of measure for a nonzero quantity that can be measured with a predeter-
mined precision. The term ‘‘low limit of quantitation’’ (LLOQ) is often used as
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Fig. 1 The dose—response relationship of the unlabeled drug and the antibody-bound
labeled drug in a limited-reagent assay. The fraction of antibodies unoccupied by the unla-
beled drug (i.e., bound by the labeled drug) is measured as shown in the BOUND curve.
As the concentration of the unlabeled drug increases, the percent labeled drug bound by
the antibody decreases. On the other hand, in an excess-reagent assay, the fraction of
antibodies occupied by the drug is measured. As the drug concentration increases, the
signal increases similarly to the FREE curve shown for the limited-reagent assay.

an empirical assay parameter for the lowest concentration that can be reliably
quantified with acceptable precision both within and between assays. Acceptance
criteria for LLOQ should be defined for each assay system and should adhere to
industry standards for bioanalytical sample analysis (12). Usually the LLOQ is
the lowest acceptable standard with precision and accuracy of no more than 20%
C.V. and relative error at five repetitive determinations.
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E. Accuracy

Accuracy is a measure of the ability of the assay to quantify the true value of
the standard substance. This definition incorporates both precision and specificity.
It implies that, to be accurate, the procedure must be reproducible as well as
unbiased by potentially interfering compounds. However, for the purpose of char-
acterizing the IA, it is important to know if the assay can measure the ‘‘true’’
value of a standard substance in the absence of potentially interfering compounds.
This can be accomplished by repetitive measurements of known concentrations
of the standard drug. From these data, it is possible to determine a mean and
standard deviation as well as any possible bias that might be characteristic of the
assay system.

Because sensitivity is the principal advantage of IA, optimization of assay
sensitivity is paramount. Fundamental requirements to optimize assay sensitivity
are assay protocol design and reagent concentrations. Computer optimization
techniques to improve sensitivity have been reported (13—16). Because of the
complexity and variability of assay protocols, empirical approaches are more
widely practiced. Ekins compared the sensitivities achieved by different method
designs (17,18). Advances in chemiluminescent and time-resolved fluorescent
labels enables TA sensitivity to reach attamole levels (18-20).

F. Specificity

Specificity is the freedom from interference caused by substances other than the
intended compound. Interference can be caused by (a) heterologous antibody
populations, (b) cross-reactivity with structurally related compounds, and (c) non-
specific interference due to low-molecular-weight compounds that alter the reac-
tion conditions.

Heterology can be the result of immunizations with an impure antigen or
a generalized antibody response to a specific antigen. Causes of nonspecificity
can be minimized by (a) purifying immunogens prior to immunization of test
animals, (b) choosing the appropriate animal species, and (c) immunizing large
numbers of animals to increase the chance of obtaining an ‘‘ideal’’ antiserum.
Monoclonal antibodies can be produced without a purified immunogen as long
as vigorous screening is performed to assure identification of a true monoclone
with the desired specificity. Two-site assays using two antibodies, each directed
against different distinctive determinants of the antigen, provide additional assay
specificity.

Cross-reactivity due to structural identity for certain immunoreactive func-
tional groups is the most common cause of IA interference. Structural similarity
can occur between analogs or metabolites and the parent drug. Cross-reactivity
also occurs with endogenous substances that are immunochemically similar to
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certain drugs, e.g., thyroxine and diazepam (21). Specificity of an antibody can
be directed to certain functional groups by choosing sites for conjugation to pro-
tein which are remote from the groups that impart specificity (22). Specific IAs
had been developed for the androgens, progestins, estrogens, theophylline, and
digoxin using this approach (23-27).

Precision, accuracy, and specificity have meaning only for the concentra-
tion tested. Therefore, it is imperative to test the range of concentrations of drug
and potentially interfering substances that will be encountered during sample
analysis. For example, a cross-reactivity of 1% with cortisone concentrations of
1-50 ng/mL is acceptable for a prednisone RIA because after a standard 20-mg
dose of prednisone, the prednisone concentrations in plasma will exceed or equal
the cortisone concentrations. In contrast, similar cross-reactivity with cholesterol
at these concentrations would render the assay useless without prior separation
of prednisone and cholesterol, because cholesterol is present in concentrations
of 150-250 mg/mL in plasma (~1000 X prednisone). It is apparent that cross-
reactivity per se is not the problem. Cross-reactivity in combination with the
anticipated concentrations of the cross-reacting substance determines the resul-
tant assay interference.

Nonspecific interference can be encountered as a result of changes in tem-
perature, ionic strength, and pH, or as a result of the presence of hemolysis or
excessive quantities of bilirubin, heparin, and urea. Any of these factors can alter
the composition of the incubation medium and affect the kinetics or equilibrium
of the antigen—antibody reaction. Nonspecific interference contributes to assay
variability and results in a decrease in sensitivity. This is particularly prevalent
in early enzyme IA applications. Assay sensitivity can be greatly improved with
increased assay specificity.

When the source of interference is attributed to the sample matrix, the term
“‘matrix effect’” is used. This may be caused by specific or nonspecific interfer-
ence, or both. It will be discussed later, in Sec. IIL.F.

Besides choosing the appropriate Ab, the assay method can be designed
or manipulated to improve assay specificity using (a) protein precipitation, (b)
liquid/liquid or solid-phase extraction, (c) HPLC separation of the analyte from
the interfering compounds, (d) sample dilution with buffer or control matrix, or
(e) an affinity solid phase (e.g., antibody-coated microtiter plate or polystyrene
beads) to capture the analyte followed by wash steps. Affinity-purified antibodies
and protein blockers are used in EIA to decrease nonspecific binding in plate
assays. Increasing incubation time to reach equilibrium also improves binding
specificity.

Precision, accuracy, and specificity of the IA procedure can be verified by
comparison of results from actual samples using both the IA and an alternative
analytical technique if one is available. If an alternative technique is not available,
the IA results should be compared with the without prior chromatographic separa-
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tion of potentially interfering substances. If discrepancies are observed, the chro-
matographic separation should be included as an integral part of the IA technique.

lll. METHODS IN IMMUNOASSAY

Development of an IA technique for a specific drug is dependent on four pro-
cesses: (a) preparation and purification of an antigenic form of the drug—this
may be the drug itself, but for conventional drugs it requires a drug—protein
conjugate; (b) production and characterization of specific antibodies; (c) produc-
tion and purification of a nonexchangeable label on either the drug compound
or antibody; (d) development of a suitable assay design, which often includes
steps to separate interfering compounds and free drug from bound antibody—drug
complexes. These four development processes are not totally independent of each
other and usually proceed from initiation to completion with some overlap. The
fundamental procedures necessary to fulfill these requirements are discussed in
this section.

A. Conjugate Preparation

Most drugs are low-molecular-weight and/or low-immunogenicity (hapten), be-
cause drugs that are immunogenic in humans are generally not extremely useful
as therapeutic agents. To make them immunogenic, these compounds must be
coupled to a suitable protein carrier. In some instances a suitable functional group,
such as a carboxyl, thiol, amino group, or an active hydrogen, is present in the
drug molecule. In other cases the drug requires derivatization to include an appro-
priate functional group so that the compound can be linked to the carrier protein.

Drugs of high molecular weight (polypeptides and polysaccharides >
2000-5000 Da, nucleic acids > 5000 Da) from human sources are not immuno-
genic to humans but are usually immunogenic in animals. Many humanized/
chimeric peptides, proteins, and antibodies are somewhat immunogenic in hu-
mans and should be potent immunogens in selected animal species. Conjugation
may not be required for these compounds to produce antibodies in animals.

Another use for drug conjugation is for signal labeling. For example, the
drug will be conjugated to an enzyme in EIA; to biotin, avidin, or streptavidin
in biotin amplification; to a protein for adsorption onto a solid-phase support; or
to polystyrene beads by direct covalent linkage.

Several reactive groups on proteins can be used for conjugation with the
drug moiety. These groups include the terminal amino and carboxyl groups, the
e-amino group of lysine, the carboxyl groups of aspartic and glutamic acid, the
phenolic groups of tyrosine, and sufhydryl group of cysteine (28—35). Reactive
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groups of tyrosine, histidine, and tryptophane had been used to react with standard
drugs by diazotization. A few popular reagents are listed in Table 2.

If the drug lacks a suitable reactive group, sometimes one can be introduced
through reduction, oxidation, or disulfide exchange. Photoreactive cross-linkers
are also used for compounds that are difficult to conjugate (36).

Bovine serum albumin (BSA), gamma globulins, egg albumin, hemocya-
nin, fibrinogen, and thyroglobulin have been used in preparation of drug—protein
conjugates. The use of synthetic polymers and polypeptides to increase the num-
ber of reactive sites on the carrier has not met with much success. Although the
number of drug molecules linked to the carrier molecule is substantially in-
creased, the titer and specificity of these antisera show no improvement over those
obtained using conventional conjugates. It is important to design the conjugating
position and linkage bridge so that antigenic determinants will be remote from the
site of conjugation (37). Some authors have improved specificity by introducing
reactive functional groups into the steroid nucleus for conjugation that are far
removed from the sites desired for specificity determination (38). It is useful to

Table 2 Conjugating Reagents Used for Various Functional Groups

Functional
group Reagent Conjugate References
R,—COOH* Carbodiimide NH—R’ 30-34
|
R,—CO—O—C=N—R"
R'—N=C=N—R"
R,—COOH* R,—CO—R,
R—NH, NHS esters®

R—NH—CO—R’ 28, 29
R-COO-N

R—SH Maleimides C§_‘ 35

R—SH Alkyl/aryl halides
Nonselective Arylazides R’—Phenyl—N—R 36
—photoactivation

* Sequential reactions conjugating R, with R, using carbodiimide.
® NHS esters = N-hydroxysuccinimyl esters.
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prepare several hapten—protein conjugates with two different carriers and at sev-
eral hapten—carrier coupling ratios. For example, a highly immunogenic carrier
such as keyhole limpet hemocyanin at high coupling ratio is used to prepare the
conjugate for an immunogen, while the soluble BSA at a low coupling ratio
results in a conjugate for hapten immobilization on the solid-phase support. BSA
can be modified to increase the immunogenicity by substituting the anionic car-
boxyl groups with cationic aminoethylamide groups. Higher and prolonged anti-
body responses were reported from immunogens conjugated to cationic
BSA (39).

Proteins from the same biosynthetic origin share common subunits. Anti-
bodies were raised selectively against the subunit carrying the specific determi-
nants. For example, antibodies produced from the differentiating B-subunit of the
pituitary hormones as immunogen have better selectivity than those from the
native hormone, which contains both o~ and B-subunits (40).

Once a suitable reactive group is present in the drug molecule, the method
for conjugating drug to protein must be selected. General methods for preparing
and characterizing steroid—protein conjugates have been described by Erlanger
et al. (41,42). Similar methods for preparing drug—protein conjugates have been
described by Erlanger (43) and by Landon and Moffat (5). The most commonly
used methods for conjugating drug to protein include the carbodiimide (44), car-
bonyl-diimidazole (45), mixed anhydride (46), Schotten-Baumann (47), Man-
nish (48), glutaraldehyde (49), and diazotization (50) reactions.

Bifunctional reagents are often used for cross-linking carrier protein to hap-
ten or protein to protein. Reagents that react with two or more identical functional
groups are homo-bifunctional cross-linkers. Mixed products result from inter-
and intramolecular conjugation forming dimers and polymers. Reagents that react
with two or more different functional groups are hetero-bifunctional cross-link-
ers. To minimize self-conjugation and polymerization and to decrease side-reac-
tion products, sequential and controlled reaction of one functional group at a time
should be conducted. The other unreacted functional groups can be protected
(blocked), or the reaction conditions controlled to favor one over the other func-
tional group. It is also important to conduct reactions under mild conditions,
including appropriate pH and temperature, with an optimal hapten-to-protein
ratio.

Various lengths of spacer arm can be used for optimal steric effects. Several
authors have investigated the effect of the number of hapten molecules per protein
(51), the bridge used to couple hapten to carrier (52—54), the protein carrier used
(55), and the site of conjugation (56—58) on the production of antisera. From
these and other studies, it has been ascertained that several aspects of immunogen
production are relevant to the final antibody titer and specificity. About 5-20
hapten molecules per carrier molecule yields the highest titered antisera. A bridge
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containing four carbon atoms between hapten and carrier yields more specific
and higher titered antisera. The site of conjugation is the most important control-
lable factor in determining antibody specificity. A higher hapten/protein ratio
of the conjugate will increase immunogenicity; however, it may decrease the
immunoactivity and the enzyme tracer activity. Therefore, one hapten/protein
ratio should be used to prepare a conjugate for tracer/solid-phase support and
another one to prepare the immunogen.

After the reaction, the conjugate should be separated from the reagents and
side products after using size-exclusion, ion-exchange, or affinity liquid chroma-
tography. The purified fraction is collected and the hapten—protein ratio is charac-
terized. For monoclonal antibody production, it is not as important to purify and
characterize the conjugate because of later clone selection. If the conjugate is to
be used for enzyme-tracer or solid-phase support coating, the conjugate must be
tested for the activity of enzyme or immunocomplexation.

B. Labeling Methods
1. Radioisotopic

The two most commonly used radiolabels in RIA are *H and '*I, although “C,
BI1, 5Co, "Se, and **P have also been used. *H and I are commonly used because
they provide adequate activity (1 Ci/mM or greater) and have long enough half-
lives (12 years and 60 days, respectively). Tritium has the advantage of direct
incorporation into the molecular structure of the drug, whereas '»T has the advan-
tage of high activity and ease of counting.

a. Tritium Labels

Drugs that are used extensively for research are generally available with tritium
labels. However, custom *H labeling is required for many substances. Unless a
radiochemical laboratory is available in-house, this is usually accomplished more
efficiently, if not more economically, using a reliable commercial source (59).
Specific tritium labels are generally obtained by reducing an appropriate precur-
sor in the presence of *H. The resulting labeled compounds usually possess suffi-
cient activity for RIA use and are less susceptible to tritium exchange in aqueous
solution.

b. lodination

Labeling drugs with I for the use in RIA procedures was introduced with the
first drug RIA (digitoxin) by Oliver et al. in 1968 (4). The use of a tyrosine
methyl ester (TME) conjugate of digitoxin was introduced for '*I labeling in the
same publication. Along with the TME derivative, histidine (60), hydrazone (61),
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tyrosine, tyramine, and histidine residues (5) have been coupled with biological
substances and drugs to serve as sites for iodination. Techniques have been devel-
oped to iodinate carrier prior to conjugation using acylating (62) and chelating
(63) agents as well as polycationic compounds (64). This process decreases iodin-
ation damage to the hapten, which has been an inherent disadvantage of iodine
labels.

Iodination can be performed using one of many procedures, including the
chloramine-T (65), monochloride (66), exchange (67), and enzymatic (68) iodin-
ation methods. The most suitable iodination procedure depends on the stability
of the drug and the specific activity that is sufficient to meet the sensitivity re-
quirements of the assay. Harsh radioiodination methods tend to damage the anti-
gen, whereas the milder iodination processes may not yield high specific activity.
The goal is to obtain a labeled form of the drug with sufficient label to yield the
desired sensitivity but at the same time maintain the structural integrity of the
molecule.

It also must be cautioned that conjugating the carrier for iodination at the
same position as the drug—protein conjugate for antibody production may result
in antisera which have higher affinity for the carrier or bridge than for the drug
(69). The 'I-tyramine radiolabel was introduced into the 6-position through a
carboxymethyloxime bridge to estradiol to allow exposure of the discriminating
epitopes on the A and D rings of the steroid.

¢.  Quality Control and Comparison of *H and '*I Labels

Quality control of *H- and '*I-radiolabeled compounds is imperative. The labeled
compounds should be tested for identity, radiochemical purity, and specific activ-
ity. The two most common quality-control problems for iodinated drugs are (a)
damage during the reaction and (b) radiation damage following synthesis. Chro-
matographic separation of labeled antigen from the excess reagents and multiple-
iodinated products should be conducted immediately after iodination. Hunter (70)
reviewed several iodination methods and discussed the causes of iodination dam-
age. Increases in nonspecific binding counts, change in slope, and decreases in
sensitivity are signs of radiation damage.

1] labels usually have higher radioactivity than *H labels. The counting
time for a large number of samples are much shorter for '*I than for *H labels
because '*I can be counted in a multiwell counter at a much shorter time (gener-
ally 1 min for '®I, versus 10 min counting time for *H). On the other hand, most
compounds can be tritiated, but not all can be successfully radioiodinated. Some
compounds can form adducts of one or more iodine groups which have different
binding reactions with the antibody. 'T labels have shorter shelf-lives than *H
labels because of the shorter half-life and higher energy causing radiation dam-
age. Multiple T labels per molecule of high radioactivity and a need for derivati-
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zation before iodination may change the nature of the ligand, causing low affinity.
’H labels usually have higher affinity but lower sensitivity.

2. Nonisotopic Labels

Radioisotope requires radiation safety processes to monitor their use, expensive
equipment, training of personnel in safe handling of the materials, and waste
management. In addition to safety issues, nonisotopic labels are more efficient
signals than radioisotopes. For '»I, only one signal per 7.5 X 10% molecules is
being detected, while at least one signal per molecule will be detected for noniso-
topic labels. A chemiluminescent label gives one detectable event per labeled
molecule, while a fluorescent label gives many detectable events per labeled mol-
ecule. The signal is amplified for enzyme labels by every reaction generated. In
the last decade, nonisotopic labels have surpassed the popularity of radioisotopic
labels (71).

a. Enzyme Labels

Theoretically, enzyme immunoassays (EIA) can offer greater versatility in assay
designs and better sensitivity than RIA (17,72-74). The drug or the antibody is
labeled with an enzyme. The assay protocol depends on whether occupied Ab
(e.g., enzyme captured in the Ag—Ab—Enz complex) or unoccupied Ab (e.g.,
Ag—Enz) is measured. For detection, a chromogenic substrate is added. The en-
zyme reaction releases the chromophore product which is then quantified by col-
orimetric, fluorimetric, or luminometric measurement. Drugs can be conjugated
to an enzyme using similar conjugation methods as those used in the preparation
of antibodies. Extra care must be used to preserve the enzyme activity. The anti-
body can be labeled with an enzyme using protein-to-protein linkers. Either ho-
mo- or hetero-bifunctional cross-linking can be used for conjugation. The
enzymes that are widely used and their chromogenic substrates are listed in
Table 3.

b. Fluorescence Labels

Fluorimetric detection usually provides greater sensitivity than colorimetric de-
tection (75). A fluorescent signal can be obtained by using fluorescent labels or
enzyme substrates. Fluoresceins, thodamines, and umbeliferones are the more
commonly used labels. However, the results have not met the theoretical expecta-
tion because of interferences from light scattering, high background fluorescence,
and quenching (76,77). Polarized fluorescence detection results in less back-
ground noise. Fluorescence polarization immunoassay (FPIA) has been used in
the commercial TDx™ immunoassays for many drug-monitoring programs in
clinical chemistry laboratories (78).
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Table 3 Some Enzymes and Substrates Commonly Used for EIA

Enzyme Substrates Ay (nm)
Horseradish peroxidase (HPR) H,0,/ABTS OPD or TMB 415, 492, 450
Alkaline phosphatase (AP) PNP 405
-Galactosidase ONPG 420
Urease Urea/bromcresol yellow 588

Urease peroxidase Glucose + HPR chromogen

Glucose oxidase/peroxidase Couple enzyme reaction

Glucose + HPR chromogen

Acetylcholinesterase Acetylthiocholine, DTNB 412

ABTS = 2,2"-azino-di(3-ethylbenzthiazoline sulfonic acid-6)
OPD = o-phenylenediamine

TMB = 3,3',5,5"-tetramethylbenzidine

PNP = p-nitrophenyl phosphate

ONGP = o-nitrophenyl-B-p-galactopyranoside

DTNB = 5,5’-dithio-bis-(2-nitrobenzoic acid)

Time-resolved luminescent labels using lanthanides with decay times of
micro- to milliseconds have been developed. Because the decay time is distinctly
shorter than that of the background fluorescence from the biological matrix, back-
ground noise can be totally eliminated by taking the reading after the rapid decay
of background fluorescence (79). The fluorescence signal of lanthanides are en-
hanced by chelate formations with B-diketones (80-82).

The common fluorogenic substrates used for three widely used enzyme
tracers are p-hydroxyphenylacetic acid for HRP, 4-methylumbelliferyl phosphate
for alkaline phosphatase, and 4-methylumbelliferyl-B-p-galacto-pyranoside for
[-galactosidase.

c. Luminescence Labels

Luminescence can be triggered by chemical reactions (chemiluminescence) or
biochemical reactions (bioluminescence) (83). Light is produced by the decay of
the molecule from electronically excited to ground state. Chemiluminescent la-
bels provide high sensitivity because a much greater signal can be observed (84).
One type of label is the conjugates of luminols, acridinium esters, or their deriva-
tives (85). Many of these are patented for commercial assays. A second type
of luminescence label uses conventional enzyme labels, such as peroxidase and
alkaline phosphatase (AP), which catalyze reactions that generate luminescence
(86,87). Analogs of substituted phenols and naphthols, 6-hydroxylbenzo-thiazol,
tetramethylbenzidine, OH radicals, steroids, azide, and many others have been
found to enhance the luminescent signal (88—90). For example, horseradish per-
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oxidase catalyzes the oxidation of luminol to the excited state in the presence of
hydrogen peroxide. A fluorescence signal is produced when the excited molecule
decays to aminophthalate. The intensity of the signal is enhanced by the addition
of phenols.

Oxidant (Ha05) :.: Redox enzyme MNa Enhancer
Lumingl Excited State — = Aminophthalate

Bioluminescence reactions of NADP or ATP catalyzed by luciferase en-
zyme labels with electrochemical detection have been investigated (91-93).

d. Signal Amplification

Signals can be amplified by two types of mechanisms. The first uses a high accu-
mulation of the enzyme labels, while the second uses a high yield of the enzyme
product from a multiple-enzyme cascade (94,95).

The biotin system is an example of the first type. Avidin is a glycoprotein
in egg white which has four active sites with high binding affinity for biotin
(K; = 107M) (96). A high number of the small-molecular-weight biotin can be
conjugated to an antibody or enzyme without affecting the biological activity. The
biotinylation factor is one amplification; binding of four biotins to each avidin
represents another amplification; and each avidin can be conjugated to multiple
analytes for an additional amplification factor. Two- to 100-fold increases in sen-
sitivity over the conventional method were reported. Streptavidin, a neutral pro-
tein, has replaced the positive-charged avidin in many applications, resulting in
less nonspecific binding (97,98).

Enzyme product signals can be amplified by enzymatic cycling systems.
For example, as shown in Fig. 2, when alcohol dehydrogenase/diaphorase and

I}
CH3CH0H CHaC-H

Ag-Ab{AP) Alcohol
q Dehydrogenase
NADP

NAD* NADH « H*

W

Formazan INT-Violet

Pi

Fig.2 Enzyme amplification for alkaline phosphatase. The primary substrate is NADP*.
The product NAD" is recycled through a coupled-enzyme redox system of alcohol dehy-
drogenase and diaphorase for continuous generation of the color product Formazan.
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excess alcohol and NADP* were added to the alkaline phosphatase system, the
redox cycle amplified the product yield 40-fold, and to a final visible product in
red color (99-101). However, extreme care must be used during the assay to
prevent nonspecific reactions.

C. Antibody Production
1. Polyclonal Antibodies

Polyclonal or monoclonal antibody production can be chosen, depending on the
resources available and the method design. For polyclonal antibodies, a suitable
animal species can be chosen based on the animal facility. It is necessary to
immunize multiple animals to assure reasonable success because of the variability
in immunogenic responses from one animal to another. There are many immuni-
zation schemes and various adjuvants are used by different laboratories. A com-
mon procedure involves mixing the purified immunogen with emulsified
Freund’s adjuvant in a concentration of about 10-50 mg/mL. One milliliter of
the emulsion is injected intradermally, subcutaneously, and/or intramuscularly
at weekly or monthly intervals into multiple sites along the back and flank of a
suitable animal species. Other adjuvants, such as the muranmyl peptide analogs
and carbohydrate-based adjuvants, have been used to enhance immunogenicity
with less harmful effect to the animal (102). Antibody titer is determined about
3 months after the initial immunization. Booster injections, using small quantities
of immunogen (103,104), are continued at 1- to 3-month intervals until satisfac-
tory titers are obtained. Sufficient blood is then collected and antiserum is har-
vested for characterization. Antiserum from different animals, and even from the
same animal at different times, will have different characteristics. Each antiserum
lot from a single animal must be characterized with respect to affinity (105,1006)
and specificity. If antisera from different blood samplings are pooled, the pooled
antiserum should be recharacterized to establish the precision, accuracy, and
specificity of the pool. Superior antisera can be aliquoted into small ampoules and
stored at about —70°C or lyophilized for storage. After thawing the antiserum, it
should be stored in the refrigerator. Repeated freezing and thawing should be
avoided.

If the antisera are partially nonspecific, it may be possible to improve the
specificity using fractionation (107), immunoadsorption (108—110), or immuno-
saturation (111) techniques.

2. Monoclonal Antibodies

A single clone of lymphocytes is formed by a hybridoma through fusion of a
sensitized lymphocyte and a myoloma cell, producing an antibody with a unique
structure (112). Usually, immunized mouse spleen cells are fused with myoloma
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mutant cells which are deficient in hypoxanthine guanine phosphoridyl trans-
ferase (HGPRT) in the presence of polyethyleneglycol (113). A pure preparation
of the immunogen is not required for immunization. Antibodies produced by the
hybridomas are screened against the antigen, selecting reactions with specific
epitopes or immuno-complexation that parallel certain bioactivities. Assays used
for clone screening must be efficient to provide fast results over a huge number
of possible cell lines. Automated microtiter plate assays are generally used for
the screening process. If possible, the immunoassay method intended to be used
for the drug should also be used for monoclonal antibody screening.

Molecular biology can be used to identify the peptide sequences which can
be synthesized as immunogens for monoclonal antibody production. After a few
hybridoma clones are selected, they are diluted and allowed to grow again to
assure that true monoclones are selected. Large-scale production takes place in
cell culture or in-vivo ascites fluid (113—115). The original cell lines are kept in
cryopreserved aliquots in liquid nitrogen. The antibodies are often purified with
protein A, protein G, or HPLC column before use (116,117).

Generally, polyclonal antibodies are easier to produce, and high-affinity
polyclonal antibodies can be obtained. Monoclonal antibodies are more specific
to a certain epitope. They provide continuous production of exactly the same
defined reagent and are more preferable for excess-reagent assays. The double
sandwich technique has used two antibodies from monoclonals or combinations
of mono- and polyclonals, with specificity against two different epitopes of the
analyte. One antibody functions as a capturing antibody for the analyte and the
other as the label carrier (118).

3. Fab Fragments and Chimeric Antibodies

Mass or steric configuration of large immunoglobulins may interfere with binding
between analyte and the Fab-binding region of the antibody molecule. Steric
hindrance is one of the causes of a high-dose hook effect, where the response
decreases with increases in analyte concentrations (119,120). Papain can be used
to digest the antibody into three components: two Fab fragments and one Fc
fragment. Each Fab fragment contains one binding site; the Fc fragment contains
no binding sites, but it is responsible for most of the mass and potential antigenic-
ity of the antibody. The Fc component of the immunoglobulin molecules can
cause interferences because of binding of complement proteins and rheumatoid
factors to Fc (121). After enzyme hydrolysis, the Fab fragments can be purified
by liquid chromatography. Papain immobilized on agarose gel provides easy con-
trol of digestion and separation of the crude digest from the enzyme (122,123).
A protein A column can also be used for purification (124—126). It binds the Fc
and intact IgG molecules, allowing the Fab fragment to be eluted. Chimeric (hy-
brid) antibodies can be constructed to distinguish between one site on an antigen
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and another on an enzyme (127,128). Both specificity and sensitivity can be in-
creased using chimeric antibodies (129—131). Antibody engineering through ex-
cision and replacement of the C-region has produced mouse/human chimeras of
murine V-region coupled with human C-region for therapeutic antibodies, in-
vivo diagnosis, and radioimaging (132,133).

D. Antibody Characterization

An antiserum is characterized by its affinity and specificity of binding to the
desired analyte relative to other substances in the sample matrix. It is not neces-
sary to determine titers for monoclonal antibodies, because their affinity and spec-
ificity are unique.

Affinity is often defined by antibody titer, i.e., dilution required to reach
a specified percent binding with the analyte. For polyclonal antibodies, titer
should be determined for each blood-sample collection. Various dilutions of the
antisera are allowed to bind the labeled antigen. Antibody dilution required to
obtain 30% or 50% binding is defined as the titer. High titer is necessary for
efficient use of antiserum. At a high dilution, only antibodies of high avidity
from a few clones will be bound to the antigen; antibodies with low affinity will
not be active. Therefore, polyclonal antibodies with high titer used at a high
dilution may have better specificity than those of low titer. Yalow and Berson
(134) observed that extensive dilution of a heterologous antibody population
would ultimately result in essentially a single class of the highest-affinity sites
remaining at a significant concentration. Dilution of both antiserum and sample
can minimize the influence of potentially interfering substances (both specific
and nonspecific). This is restricted only by the activity of the labeled hapten and
the equilibrium constant K of the antiserum. Therefore, higher-affinity antiserum
is more amenable to this type of specificity improvement.

Scatchard plots can be constructed to estimate the affinity constant: r/[anti-
gen] is plotted versus r, where r is the molar ratio of bound antigen to antibody
(135,136). For monoclonal antibodies, a straight line is obtained, with the slope
equal to K. For polyclonal antibodies, the average K of multiple binding clones
can be calculated. However, it will be difficult to assess K if a complex curvilinear
plot is obtained. The same IA method used for sample analysis should be used
to test binding avidity.

It is useful to run preliminary standard curves of the few selected antisera
to have an initial look at the curve range, sensitivity, and linearity.

A specific antibody is desirable because it enables an IA to be performed
with limited or no sample clean-up. For reagent-excess methods, it is very impor-
tant to choose specific antibodies. Cross-reactivity of polyclonal antiserum from
each blood collection or each clone of monoclonal antibodies is tested against
known metabolites, drug degradants, concomitant drugs, and the protein carrier
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used in immunogen conjugates. The B/B, ratio is plotted versus the concentra-
tions of the test antigens. The percent cross-reactivity at EDs, is calculated by
the ratio of the drug concentration over that of the test compound’s concentration
at 50% displacement.

E. Separation Techniques and Immunoassay Protocol
Designs

1. Precipitation of Antigen—Antibody Complex

For most IA, it is necessary to separate free from bound labeled antigen. Several
methods that employ physicochemical and immunological separation have been
devised. Physical methods include filtration, chromatography, electrophoresis,
charcoal—dextran adsorption, and adsorption on ion-exchange resins. Chemical
methods include organic solvents, such as ethanol, dioxane, and polyethylene
glycol (PEG), or salts, such as sodium, zinc, and ammonium sulfate, to precipitate
antibody-bound hapten. The most widely used precipitation procedure for bound
antigen is the physiological second-antibody method. This method employs an
antibody against the gamma-globulin of the animal species used to produce anti-
body to the drug substance to precipitate the drug—antibody complex. For exam-
ple, if the anti-drug serum is prepared in rabbit, an anti-rabbit gamma-globulin
serum is used to precipitate the drug—antibody complex. Pre-precipitation of pri-
mary and secondary antibody (137) or pre adsorption of the secondary antibody
on solid-phase support (138) can be used to decrease the incubation time for the
second antibody reaction. Many physicochemical methods tend to be lengthy,
harsh, and nonspecific. PEG and charcoal—dextran are used more often than oth-
ers. PEG is used to facilitate precipitation of the secondary—primary antibody
and drug-binding complex. Charcoal-dextran is often used for tritium-labeled
RIA because of the convenience of decanting the drug—antibody complex solu-
tion into the counting vials, leaving behind the unbound drug, which is adsorbed
on the charcoal particles.

2. Protein Immobilization on Solid Phase

Protein immobilization on solid phase has provided versatility in separation tech-
niques and TA formats. Most proteins can be adsorbed onto plastic or glass solid-
phase support surfaces (139). Cellulose acetate, cellulose nitrate, polymethyl-
methacrylate disk, filter paper, and other synthetic solid-phase supports have been
used (140,141). Noncovalent hydrophobic, electrostatic, and hydrophilic bonds
form between proteins and the surface of the solid phase (142—144). Covalent
linkages between proteins and solid-phase supports can also be developed (145).
Some solid-phase supports with activated surface groups are commercially avail-
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able. Surfaces can be test tubes (coated tubes) (146,147), polystyrene or glass
beads (148,149), magnetized particles, dipsticks, or microtiter plates (150). De-
pendent on the IA design, adsorbed protein can be drug—protein conjugates (e.g.,
drug—BSA and drug—thyroglobulin), secondary or primary antibodies, or enzyme
conjugates. Generally, overnight incubation of the protein solution with the solid-
phase support in the refrigerator or at room temperature is used. Coated solid-
phase support is rinsed with buffer; the residual uncovered sites of the solid-
phase surfaces are blocked with another protein such as casein (from nonfat dry
milk) or BSA to decrease nonspecific binding (151). After being washed, the
solid-phase support can be stored over a period of time. The physical chemistry
of protein immobilization has been studied on the varies types of solid-phase
support. These include protein interactions under various conditions of protein
concentration versus surface area, surface type, buffer pH, ionic strength, incuba-
tion time, and temperature (152).

Immobilization may alter the binding activity of the protein (153-156). It
is important to establish the parameters of protein immobilization steps to assure
consistence in the amount of protein adsorbed and the biological activities of the
immobilized protein. Second, it is important to monitor nonspecific binding
among lots of solid-phase support. Many ELISA techniques are unable to achieve
theoretical sensitivity because of the background noise from nonspecific binding.
Storage stability of the immobilized protein solid-phase support must be estab-
lished on various storage conditions. Bleeding or leaching of protein from the
solid phase during storage and assay process should also be tested.

Protein immobilization has offered tremendous ease in separation tech-
niques and flexibility in assay design protocols. For example, coated-tube assays
are designed with simple procedures of adding sample and radiotracer to coated
tubes, incubating, decanting, and counting. Polystyrene beads have increased sur-
face area as an advantage over coated tubes. Application of multichannel pipettes,
96-well microtiter plates, 96-probe plate washers, and plate readers have in-
creased assay throughput as well as flexibility in assay designs.

One widely used format is the double-antibody sandwich technique
(145,157) shown in Fig. 3. This technique requires that two antibodies against
the analyte’s specific epitopes be prepared. The first antibody (Abl) is immobi-
lized onto a solid-phase support (SP) by noncovalent adsorption or covalent bind-
ing. The residual sites of the solid-phase surfaces are blocked by protein. This
SP—ADb1 can be prepared ahead and stored for a period of time. The drug analyte
in the sample is captured by the immobilized Abl. After washing, a second anti-
body labeled (Ab2*) with the signaling agent (radioisotopic, enzyme, or other
nonisotopic label) is introduced and the double-antibody immunocomplex SP—
Abl-Ag—Ab2* is formed. This assay protocol provides high specificity based
on two antibodies binding to two separate epitopes of the analyte. Background
noise is decreased as a result of specific binding and washing steps.
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Fig. 3 Double-antibody sandwich technique. The capturing antibody (Ab1) is immobi-
lized onto the solid phase. The analyte from the sample is captured by forming Abl-Ag
immunocomplex. After washing off the extraneous materials from the sample, the re-
porting antibody (Ab2, which has an enzyme label in this illustration) is introduced. The
double-antibody sandwich is formed: Abl1-Ag—Ab2E. Compounds not recognized by both
Abl and Ab2 will be washed away. A chromogenic substrate is added to produce the
product for detection. The occupied Ab2 by the Ag is measured; this is an excess-reagent
assay. As the sample analyte concentration increases, the signal responses increases pro-
portionally.

The double-antibody sandwich technique is applicable to large molecules.
Small analytes have difficulty forming the double-antibody sandwich immuno-
complex. The smallest analytes reported that have been used in a double sandwich
assay are peptides of around 10 amino acid residues (158). The double-antibody
sandwich technique measures the occupied antibodies using an excess-reagent
assay protocol. A limited-reagent assay protocol can also be designed, as shown
in Fig. 4. In this format, the antibodies are immobilized onto the solid phase,
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Fig. 4 Antibody immobilization in a limited-reagent assay format. The antibody is im-
mobilized onto the solid-phase support. Labeled antigen and sample are introduced, and
they compete with one another to form immunocomplex (Ab—Ag or Ab—AgE) with the
limited antibody sites on the solid-phase support. After washing, the substrate is added
to produce the detecting product. The antibody unoccupied by the sample analyte is mea-
sured; as the concentration increases, the signal responses decreases.
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similar to Fig. 3. However, instead of using a labeled second antibody, the antigen
is labeled. The labeled antigen competes against the unlabeled analyte in the
sample to form immunocomplex, SP-Ab—Ag or SP—-Ab-Ag*, with the limited
antibody sites on the solid phase. The unoccupied antibodies are measured. This
assay protocol is applicable to both large and small molecules. For small mole-
cules, except for tritium labels, an appropriate spacer arm may be placed between
the label (e.g., T or nonisotopic label) and the antigen to avoid different steric
configuration problems of the labeled antigen (159).

A small antigen can be immobilized onto a solid phase by covalent conjuga-
tion to a carrier protein which is easily adsorbed on the solid phase. Figure 5
illustrates such an assay design. It is convenient to use secondary antibodies
against the animal host species which is used to produce the primary antibodies.
Labeled secondary antibodies can be a common, indirect signal carrier for the
primary antibodies. Figures 6a and 6b show design expansions of Figs. 3 and 5,
respectively, using labeled secondary antibodies. Antiserum against mouse, rab-
bit, sheep, goat, and guinea pig are commercially available in various labels as
well as in biotinylated derivatives.

Protein-immobilization techniques have gained popularity in many re-
search laboratories. It is paramount to take all precautions to decrease background
noise in the assay design. Therefore, it is better to: (a) use affinity-purified anti-
bodies, (b) use an antibody—enzyme conjugate that has high specific activity, and
(c) use high-quality reagents to prepare assay buffers and blocking solutions (e.g.,
water purified from organic matter and electrolytes, peroxide-free Tween-20 and
Triton-X 100, protease- and lipid-free BSA). For each batch of new antibodies
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Fig. 5 Immobilization of analyte—protein conjugate. A small molecule can be conju-
gated to a carrier protein such as BSA or thyroglobulin and be immobilized onto a solid
phase: antigen—protein—solid phase (Ag—P—SP). Labeled primary or secondary antibody
(AbE) and sample (Ag) are introduced. The analyte in the sample competes with the immo-
bilized Ag to form immunocomplex (Ab—Ag or AbE—~Ab—Ag—P-SP) with the limited
amount of antibody. Ab—Ag is washed away, and the AbE that is not occupied by the
sample analyte is detected by substrate signal development.
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Fig. 6 Assay design using a general secondary antibody label. It is more cost-effective
to label the secondary antibody against the animal host species than to label the primary
antibody. Assay protocols of Figs. 3 (Fig. 6a) and 5 (Fig. 6b) can be modified to use this
strategy. Variations of enzyme amplification or biotinylation can also be introduced.

and conjugates, titers should be determined. A two-component checkerboard titer
for microtiter plates can be set up to test the interaction of the two components
to optimize their concentrations. Serial dilutions are made in each direction for
each component on the plate. Incubation time, temperature, shaker speed, and
plate washing speed should be tested, optimized, and followed consistently
throughout the study.

3. Disequilibrium Assays

In a limited-reagent assay, sensitivity can be increased using disequilibrium prin-
ciples (160—-162). Drug is allowed to preincubate with the antibody to reach an
equilibrium before the tracer is added and then incubated for a short time (disequi-
librium). Under such conditions, the number of antibody-binding sites available
for the labeled antigen are minimized and sensitivity is maximized. However, this
method does not always improve sensitivity (163) and may result in decreased
specificity (164). An alternative, more productive method to improve sensitivity
is to obtain high-titer antisera and high-activity antigen so that the concentration
of both label and antibody can be decreased, resulting in increased sensitivity
(134). Another approach is to use an excess-reagent method (72).
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4. Homogeneous Assays

When binding of analyte to antibody changes the kinetics of light emission, it
allows discrimination of free versus bound label. Separation of the bound from
the free label is not required for quantitation, and direct measurement can be
made in the reaction solution. Homogeneous methods are simple, rapid, and can
be readily automated. Examples include widely used commercial devices and
kits for drug monitoring: EMIT™ (Enzyme Multiplied Immunoassay), which ap-
plies the fluorescence-excitation energy transfer differences (165), and TDx™,
which uses the differences in the fluorescence polarization between the bound
and free labels (166). Large numbers of hapten-type molecules for drugs of abuse,
therapeutic drugs, and small-molecular-weight hormones are available in kits for
automated assays in clinical laboratories.

An enzyme-channeling IA was first developed by Ullman utilizing two
consecutive enzymatic reactions (167—169). Two enzyme labels are brought in
close proximity via an antibody—antigen binding complex. The first reaction
product is present in high local concentrations and results in a large signal by
being the substrate of the second reaction. Enzyme-channeling IA on dipsticks
has been applied for therapeutic drugs based on the principles of enzyme immu-
nochromatography (170).

Recombinant DNA technology was applied to IA in the development of
the homogeneous cloned enzyme donor IA (CEDIA™) (171-173). The enzyme
B-galactosidase from Escherichia coli is a tetramer formed spontaneously from
inactive monomers. Mutation of the Z gene in the lac operon of E. coli and
recombinant techniques yield inactive enzyme fragments that can be used as an
enzyme donor (ED), while the other fragments becomes an enzyme acceptor
(EA). The haptenic analyte is conjugated to ED. The reaction of ED and EA is
affected by the analyte in the sample competing with the ED—analyte conjugate
for antibody binding. Antibodies are immobilized onto the solid-phase support.
Sample, enzyme-donor, and substrate reagents are introduced. As the sample ana-
Iyte concentration increases, more antibody-binding sites are occupied by the
analyte and become unavailable to bind the hapten-conjugated ED which then
forms the active enzyme with EA, resulting in an increased response. This assay
design works well for small molecules. Commercial kits have been developed
for thyroxine, cortisol, vitamin B ,, folate, phenytoin, and digoxin, with a growing
menu for other haptens.

F. Assay Specificity
1. Matrix Effect

Matrix effects can be a problem for immunoassays, especially for a method with-
out any prior sample clean-up. It can be caused by either nonspecific or specific
interferences from the sample matrix and reagents. Possible matrix effects can
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be assessed by comparing a standard curve with calibrators prepared in assay
buffer versus those in the intended sample matrix. The amount of nonspecific
binding (NSB), maximum percent of binding in the absence of analyte (B.),
and the slope will provide an early indication of possible matrix interferences.
High NSB, low percent binding to the antibody, and a shallow slope often indicate
problems that could be caused by matrix effect.

Selectivity against the endogenous compounds in the sample matrix is
tested on separate matrix samples from at least six undosed individuals (or various
lots of control matrix from commercial sources). If there are structural similarities
between the drug and endogenous compounds, a larger number of control lots
(e.g., = 20) should be tested. Control matrix is tested for NSB, B,,,,, and recovery
of a known amount of analyte added at or near the limit of quantitation. If the
NSB and B, from various control matrix lots are similar, the standard deviation
of By (Bn.x — NSB) is an indication of the variability of the noise level, which
can be used for the estimation of the limit of detection. If a sample from an
undosed individual exhibits a response deviating more than one standard devia-
tion from mean response, interfering material is most likely present. To determine
whether interference is specific or nonspecific, a parallelism test should be con-
ducted.

A useful tool to test matrix effect is parallelism. Test samples from a clini-
cal trial and/or samples from various control batches, with known amounts of
analytes added, are diluted with control samples containing no analyte, and these
are used as standard calibrator preparations. Various dilutions (e.g., 2-, 4-, 6-,
8-, 10-, and 20-fold) are prepared and analyzed against the standard calibrators.
The dose—response curves of the diluted samples are compared to those of the
standard calibrators. A parallel line of the test (or spiked) sample shows that the
compound present in the sample has the same antigen—antibody binding response
as the analyte and, therefore, is very probably the analyte itself. If the line is not
parallel to the standard curve line, and the concentrations at higher dilutions agree
with one another, the matrix effect is nonspecific and could be overcome by
dilution.

Sometimes, matrix effects can be corrected by normalization of the NSB/
B,. This must be tested by showing that the interference is consistent in multiple
samples taken at different times from the untreated individual. In other instances,
predose samples from each patient (or test animal) are used to construct the cali-
brator standards for quantitation. In such cases, it may be better to do sample
clean-up to eliminate matrix interferences, because it is not always possible to
obtain adequate predose sample volumes from each subject.

2. Sample Clean-up

The simplest processing step to overcome matrix effect is to dilute the sample
threefold or more in buffers containing chaotropic or chelating agents such as
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Tween-20, Triton-X 100, and EDTA. In other cases, matrix effect and potentially
interfering substances of drug metabolites and analogs should be removed by
sample clean-up preceding the IA. Sample extraction as applied to other analyti-
cal methods can be applied to IA. Therefore, these methods will not be elaborated
here. Briefly, liquid/liquid and solid-phase extractions are most commonly used.
HPLC-IA has the combined advantages of the selectivity of HPLC and the sensi-
tivity of IA (IA becomes a sensitive detector for the HPLC method). However,
sample clean-up by HPLC is labor-intensive and has not been popular for large
numbers of samples. New techniques in perfusion chromatography using porous
immunoaffinity columns coupled with enzyme chemiluminescence detectors may
be a novel way to address this problem (174).

For every sample clean-up method, it is important to investigate the recov-
ery of the parent drug as well as the potentially interfering compounds. Any
organic solvent must be evaporated completely and the residue reconstituted in
the assay buffer to avoid altering the antibody-binding activity.

The sample extraction step can also serve as a concentration step to increase
the assay sensitivity. Direct IAs generally use a sample volume of 0.1 mL or
less, while it is common to extract 1.0 mL of human biological fluid.

3. Cross-validation with Another Method

Because A methods are generally more economical and/or faster, a strategy in
drug development is to use IA method as a main method to analyze large numbers
of samples and to use another method to analyze a subset of these samples. Corre-
lation plots of one method against another over various concentrations are con-
structed for method comparison. For example, cyclosporine IA methods using
polyclonal and monoclonal antibodies had been compared with HPLC methods
on samples from various types of patients (175—179). Several authors have con-
cluded that the correlations were excellent for samples from normal volunteers
and some patient types. An investigator in a drug-development and monitoring
program should consider using comparative methods; a method that is fast and
easy to handle can be chosen for high-volume analysis, while a second, more
elaborate method can be used to validate the first.

4. Exploiting Nonspecific Antibodies

During the course of drug development, several analogs may be considered as
candidates for investigation. Immunogens designed not to discriminate among
epitope differences of the analogs can be used to produce nonspecific antibodies.
The antibodies will recognize the common structure, and one method can be used
for several drug analyses. This will save a lot of time and cost. If certain analogs
are possible precursors/metabolites of one another, separation methods prior to
IA could be used to provide the required selectivity.
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Broughton et al. (180) have demonstrated that the use of nonspecific anti-
sera to gentamicin could also be applied to the analysis of sisomicin if gentamicin
were not present in the samples, because cross-reactivity with other substances
was minimal. We have successfully used anti-prednisone antiserum to measure
cortisone in serum in the absence of prednisone. This was possible because cross-
reactivity with other compounds was not significant (181).

Drug-monitoring programs in clinical chemistry also use nonspecific anti-
bodies to detect drugs of abuse, such as cannabinoids, opiates, and bezodiazep-
ines. References are listed in Table 4 in Sec. VIII. Investigators deliberately
pooled and mixed antisera against several analytes to develop a common IA
method for multiple analytes. For example, antiserum against testosterone (T)
and antiserum against So-dihydrotestosterone (DHT) were used to analyze sam-
ples for both T and DHT simultaneously (182). A multivariable (three-dimen-
sional) standard curve was created which allowed the independent estimation of
T and DHT concentrations when both T and DHT were present in samples. The
method is valid as long as both assays are precise, and the procedure avoided
the need for tedious, time-consuming chromatographic separation.

IV. COMMERCIAL KITS

A. Application to Pharmacokinetic and Pharmacodynamic
Measurements

Many RIA and EIA Kkits are readily available for drugs of abuse and for drugs
whose plasma concentrations have been correlated with therapeutic and toxic
effects. The individual components of the kit, such as control standards, labeled
hapten, and antisera, are also available from many commercial sources. The ease
of using such kits is apparent, but the buyer must be aware of the potential pitfalls
as well. Often the kits are made for purposes other than drug quantitation in
clinical studies, drug pharmacokinetics for bioavailability assessment, or pharma-
codynamics of biochemical markers (183). Instead, their intended uses are for the
detection of drug abuse (toxic concentrations), therapeutic doses, and diagnosis of
diseases or certain physiological conditions. The lowest limit of the calibrator
range is often greater than that of the desired limit of quantitation for a pharmaco-
kinetic or pharmacodynamic study. To save reagent and labor costs, the number
of standards in a calibrator set is limited (usually no more than five standards),
and they are not run every time a sample set is run. Calibration curves are run
weekly or monthly and the curve parameters are stored until quality-control sam-
ples (QCs) do not perform according to predetermined standards. Calibrator stan-
dards and QCs may or may not be in the same intended matrix of the patient
samples. Calibrators are usually prepared in protein-based buffer or stripped se-
rum. If the stripped serum is prepared by adsorption to activated charcoal (184),
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the matrix will be very different from the intended matrix. It is better to prepare
the stripped serum using adsorption to specific antibodies linked covalently to a
solid-phase support (such as an immunoaffinity column), as long as antibody
leaching from the support is monitored (185). Commercial kit QC values are
generally determined by the mean values from multiple laboratories and not by
the theoretical values of the QC preparation.

B. Adhering to Industry Guidelines During Kit Use

The lists of commercial TA kits are growing, especially for therapeutic drug moni-
toring and biochemical markers (186). Automation is available for some of these
kits. The pharmaceutical bioanalytical laboratory should be able to take advantage
of the convenience of commercial kits if the following six cautions are exercised.

1. Purity or potency of the reference-standard compound must be docu-
mented. A certificate of analysis should be obtained from the supplier.
Whenever possible, a universal concentration or activity unit should
be used to provide a constant basis for comparison among studies.

2. Standards and QCs should be prepared from separate weighings. If kit
standards are used, it is prudent to check their accuracy against an in-
house preparation or standards from another lot or source.

3. Standards and QCs should be prepared in the same matrix as the in-
tended samples.

4. For analytes that have endogenous levels, standards can be prepared
in ‘“‘treated’’ or surrogate matrix. Comparison of responses of spiked
analyte in the standard matrix versus the sample matrix should be per-
formed to demonstrate the lack of matrix effects.

5. Sufficient standards concentrations are required to establish a complete
standard curve. The concentrations of standard curve ranges should
cover the expected sample concentrations.

6. Three levels of QCs are prepared over the standard curve range. If
dilutions are to be made, QCs of similarly high concentrations should
be prepared to mimic the samples.

It is the responsibility of the individual laboratory to rigorously evaluate
each new lot of IA kits for sensitivity, precision, accuracy, and specificity to
assure assay reliability. Lot-to-lot variation in kit reagents has been verified by
several authors with respect to digoxin RIA kits (187-189). It is necessary to
assure the availability of a large number of kits with the same antibody lot from
the manufacturer before the evaluation. Once the evaluation is found to be satis-
factory, reservation of these kits should be made to cover the entire study. If a
tracer lot has to be changed during a study (such as T label, which has a short
shelf life), QC performance should be checked to ensure that assay performance
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is similar to that of the previous tracer lot. For a new lot of enzyme marker,
conditions of the enzyme reaction (e.g., various enzyme dilutions and incubation
times) should be checked by running a validation curve.

C. Improving Assay Specificity and Sensitivity

Many commercial kits for drug monitoring are designed for a higher concentra-
tion range than the range that is suitable for pharmacokinetic or pharmacody-
namic studies. Often the commercial kits may not be specific for the parent com-
pound of interest. For example, many kits developed for drug monitoring are
intended for urine samples, where the concentrations are high and the method
measures both parent and polar conjugates excreted in the urine. Sample extrac-
tion can separate the parent compound from the polar metabolites as well as serve
as a sample concentration procedure to increase the assay sensitivity (190).

D. Using Commercial Reagents

Besides commercial kits, many immunochemical reagents are available
(191,192): anti-drug antibodies, anti-enzyme antibodies, radioisotopic labels,
nonisotopic labels, secondary antibodies, and biotinylated conjugates. Because
of the flexibility in TA designs, investigators can consider several options from
the availability of the commercial materials in addition to in-house resources in
preparing the IA reagent components.

V. DATA REDUCTION AND QUALITY CONTROL
A. Data Reduction

Based on the law of mass action, the concentration—response curve in a limiting-
reagent reaction can be expressed mathematically according to the following
equation:

B q

T [S+ 5%

where ¢ is the binding capacity of the antibody, 7 is the total activity in the
system, B is the bound activity, and S and S* are the unlabeled and labeled anti-
gen, respectively. The curve has the form of a hyperbola (Fig. 1). However, the
most common graphic display method is to plot log concentration versus response
(Fig. 7). The resulting sigmoidal curve is commonly displayed throughout IA
literature. Variance in data points along the curve is reasonably uniform. Many
equations have been derived and empirical plotting procedures have been devised
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Fig. 7 Typical RIA log concentration—response curve. (From Re